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ATale of Two Approaches: Comparing Top-Down and
Bottom-Up Strategies for Analyzing and Visualizing

High-Dimensional Data

Abstract

The proliferation of high-throughput and sensory technologies in various fields has led to a con-

siderable increase in data volume, complexity, and diversity. Traditional data storage, analysis, and

visualization methods are struggling to keep pace with the growth of modern data sets, necessitating

innovative approaches to overcome the challenges of managing, analyzing, and visualizing data across

various disciplines.

One such approach is utilizing novel storage media, such as deoxyribonucleic acid (DNA), which

presents efficient, stable, compact, and energy-saving storage option. Researchers are exploring the

potential use of DNA as a storage medium for long-term storage of significant cultural and scientific

materials.

In addition to novel storage media, scientists are also focussing on developing new techniques that

can integrate multiple data modalities and leverage machine learning algorithms to identify complex

relationships and patterns in vast data sets. These newly-developed data management and analysis

approaches have the potential to unlock previously unknown insights into various phenomena and

to facilitate more effective translation of basic research findings to practical and clinical applications.

Addressing these challenges necessitates different problem-solving approaches. Researchers are

developing novel tools and techniques that require different viewpoints. Top-down and bottom-up

approaches are essential techniques that offer valuable perspectives for managing, analyzing, and vi-

sualizing complex high-dimensional multi-modal data sets. This cumulative dissertation explores the
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challenges associated with handling such data and highlights top-down, bottom-up, and integrated

approaches that are being developed to manage, analyze, and visualize this data. The work is concep-

tualized in two parts, each reflecting the two problem-solving approaches and their uses in published

studies. The proposed work showcases the importance of understanding both approaches, the steps

of reasoning about the problem within them, and their concretization and application in various

domains.
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ATale of Two Approaches: Comparing Top-Down and
Bottom-Up Strategies for Analyzing and Visualizing

High-Dimensional Data

Zusammenfassung

Die Verbreitung von Hochdurchsatz- und Sensortechnologien in verschiedenen Bereichen hat zu

einem erheblichen Anstieg des Datenvolumens, der Komplexität und der Vielfalt geführt. Herkömm-

liche Methoden der Datenspeicherung, -analyse und -visualisierung können mit demWachstum

moderner Datensätze nur schwer Schritt halten. Daher sind innovative Ansätze erforderlich, um die

Herausforderungen bei der Verwaltung, Analyse und Visualisierung von Daten in verschiedenen

Disziplinen zu bewältigen.

Ein solcher Ansatz ist die Verwendung neuartiger Speichermedien wie desoxyribonukleinsäure

(DNA), die effiziente, stabile, kompakte und energiesparende Speichermöglichkeiten bieten. Forscher

untersuchen den möglichen Einsatz von DNA als Speichermedium für die langfristige Aufbe-

wahrung von bedeutenden kulturellen und wissenschaftlichenMaterialien.

Neben neuartigen Speichermedien konzentriert sich die Forschung auch auf die Entwicklung

neuer Techniken, die mehrere Datenmodalitäten integrieren und Algorithmen des maschinellen

Lernens nutzen können, um komplexe Beziehungen undMuster in riesigen Datensätzen zu erken-

nen. Diese neu entwickelten Datenverwaltungs- und -analyseverfahren haben das Potenzial, bisher

unbekannte Erkenntnisse über verschiedene Phänomene zu erschließen und eine effektivere Um-

setzung von Ergebnissen der Grundlagenforschung in praktische und klinische Anwendungen zu

ermöglichen.
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Die Bewältigung dieser Herausforderungen erfordert unterschiedliche Problemlösungsansätze.

Die Forscher entwickeln neue Instrumente und Techniken, die unterschiedliche Sichtweisen er-

fordern. Top-down- und Bottom-up-Ansätze sind wesentliche Techniken, die wertvolle Perspektiven

für die Verwaltung, Analyse und Visualisierung komplexer hochdimensionaler multimodaler Daten-

sätze bieten. Diese kumulative Dissertation untersucht die Herausforderungen, die mit der Hand-

habung solcher Daten verbunden sind, und beleuchtet Top-Down-, Bottom-Up- und integrierte

Ansätze, die zur Verwaltung, Analyse und Visualisierung dieser Daten entwickelt werden. Die Ar-

beit ist in zwei Teile gegliedert, die jeweils die beiden Problemlösungsansätze und ihre Anwendung

in veröffentlichten Studien widerspiegeln. Die vorgeschlagene Arbeit zeigt, wie wichtig es ist, beide

Ansätze zu verstehen, die Schritte des Denkens über das Problem innerhalb dieser Ansätze und ihre

Konkretisierung und Anwendung in verschiedenen Bereichen.
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Nothing has such power to broaden the mind as the abil-

ity to investigate systematically and truly all that comes

under thy observation in life.

Marcus Aurelius Antoninus

1
Introduction

1



1.1 Motivation and Background

T
he past decade has seen enormous data acquisition efforts enabled by new sensory tech-

nologies, their drop in cost, and the rise of rapidly increasing computational power.

Primarily these, but also other factors, allowed humankind to discover, understand,

test, and validate new phenomena and existing theories on a scale never imagined before. However,

with the advent of an era of Big Data *, traditional methods to manage, process and analyze data for

testing hypotheses or developing new theories became inadequate. These traditional methods, such

as manual data entry, basic statistical analysis, and low-dimensional visualizations, struggled to cope

with the volume and variety of data that big data encompasses. The inadequacy of traditional meth-

ods holds true, especially when the data is additionally high-dimensional and/or multi-modal (see

Section 1.1.2). As a matter of fact, with such data, the diversity and number of tasks that users need

to solve has increased significantly. Besides managing, analyzing, and visualizing the data, users now

encounter additional challenges such as handling metadata, embedding, clustering, and more. New

approaches were and are still required to analyze, process, and visualize such data, which continu-

ously grows in complexity and volume.

This section covers central aspects of problem solving and reasoning as tools for developing new

hypotheses or testing existing theories. Two concepts covered here are then used as a foundation for

understanding all approaches to managing big, high-dimensional, and multi-modal data.

1.1.1 Reasoning and Problem Solving

One of the first and probably, the most crucial part of the problem-solving process is selecting a strat-

egy for solving the problem. The way the problem is approached likely defines a strategy used to

solve it. This step overwhelmingly relies on the type and the quality of reasoning of an individual

trying to solve the problem. The selection of a problem-solving strategy is thus intertwined with the

*Big Data is a term commonly used to refer to the massive amount of data with a certain degree of com-
plexity that cannot be easily managed, analyzed, and visualized by traditional data-processing means.
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selection and the quality of the reasoning about the problem. Philosophy gives us two main types of

reasoning— deductive reasoning and inductive reasoning. The two can be seen as opposites. While

deductive reasoning (or deduction) presents the move from general to particular, inductive reasoning

(or induction †) is the move from particular to general (or universal). Both forms of reasoning are

equally important and, as such, have been used unintermittedly throughout human history in var-

ious aspects of life. The necessity of using both forms to describe, understand, and predict natural

phenomena was first noted in antiques by Aristotle and Plato. The use of reasoning to reach con-

clusions that humans believe are true, according to Aristotle, is more certain than sense perceptions

alone [253].

As mentioned earlier, a deduction is associated with the movement from the general idea to the

particularities of it. That movement is strictly ruled by applying the rules of inference— schemas

describing the path from a set of premises to a conclusion based only on the logical form of the

premises. This is the reason why deduction is closely associated with an experimental approach in

science and academia. It is a logical and, thus, straightforward method for checking the validity of

the theory and subsequently refining or discarding it. Consequently, deductive reasoning is com-

monly referred to as “top-down” thinking.

In contrast to the fact that a deductive conclusion is certain given the premises are correct, an

inductive conclusion is probable and only based upon the given evidence (sample) [69]. Hence, the

property of an induction ‡ where a conclusion can be false, even if all premises are true, is also known

as The Problem of Induction [139,151]. Despite this property, the necessity for both deduction and in-

duction is commonly seen in science. The development of a theory is regularly done using inductive

reasoning. The theory is then adopted and tested by deducing details that must be true if the theory

is valid. Similarly to deduction, inductive reasoning is generally known as “bottom-up“ thinking.

As mentioned earlier, both deductive and inductive reasoning serve a central purpose in science;

†The name comes from Cicero’s Latin translation inductio of Aristotle’s Greek word epagogé, which he
used in the 300s BCE [113].

‡The reader should note that the definition of inductive reasoning presented here differs frommathemati-
cal induction. Mathematical induction is, in fact, a form of deductive reasoning.
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they allow the development of hypotheses and theories, in addition to validating and testing them.

One example of deductive reasoning in science is the use of the scientific method— a step-by-step

process used to systematically test hypotheses. One general variant of a scientific method diagram

can be seen in Figure 1.1. In addition, mathematics and physics extensively use deduction to validate

models and theories. Inductive reasoning is often used in fields where there is little to no existing lit-

erature or research on a topic; hence, there is no theory to test. This reasoning is commonly present

in ecology (patterns in natural systems are observed and used to make predictions) [316], psychol-

ogy (experiments are conducted to observe patterns in human behavior) [294], and machine-learning

(good models are capable of generalizing the properties underlying the data but also be specific

enough when needed) [78], among other fields.

Moreover, combining deductive and inductive approaches can help to identify limitations and

errors in scientific theories, and refine them over time. Ultimately, the use of both types of reasoning

is essential for advancing scientific knowledge and understanding.

The

Scien�fic

Method

OBSERVATION /

QUESTION

RESEARCH

TOPIC AREA

HYPOTHESIS

TEST WITH

EXPERIMENT

ANALYZE

DATA

REPORT

CONCLUSIONS

Figure 1.1: The Scientific Method Diagram. Even though the procedure can vary within the fields of inquiry, the general
process is usually the same from one domain to another.
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1.1.2 Data, Analysis, and Visualization

The International Data Corporation (IDC) estimates that in 2025 we will have 180 zettabytes (ZB)

of human and machine-generated data through experimentation, simulation, and observation meth-

ods [359]. Besides the obvious problem of managing the sheer amount of data, the new and highly

prevalent data properties presents an even more challenging problem— high dimensionality and

multi modality.

Analysis and visualization of data with some inherent two- or three-dimensional semantics have

been done even before using external computing power. However, as the need to understand and

unravel more complex problems increased, the power of analysis and visualization of large amounts

of arbitrary multidimensional data stagnated. Researchers in both areas have been extending exist-

ing techniques to be helpful for these new large data sets, as well as developed new techniques and

tested them in different application domains [85,174,182]. This process is still very much alive and on-

going [26,80,202].

High-Dimensional andMulti-Modal Data

High-dimensional data presents one of the most commonly found data nowadays. It is often de-

fined as data where the number of observations (or samples) is significantly smaller than the num-

ber of features (or covariates) [301]. New ways of gathering and creating information enabled high-

dimensional data to occupy mainstream statistical research, both in academia and in industry. For

example, commonly found gene expression data sets often contain thousands of genes per each inde-

pendent sample [224].

Another such example can be found in climatology and Earth sciences. Let us consider the UK

Hadley Centre CoupledModel version 3 (HadCM3) [45]. This model presented a solid simulation

of a climate and was a significant advancement at the time it was developed [255]. However, if we con-

sider that this model contains 133152 spatial points and besides this we only decide to take into ac-
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count 19 vertical atmospheric levels with only three pressure levels (850 hPa §, 500 hPa and 250 hPa),

we would still end up with 21024 features. Due to the greater complexity of real-world experiments,

this number is usually much greater.

Moreover, in machine-learning and similar domains, an image is often considered a high-dimensional

data sample. If there is a data set ofK images whose dimensions arem × n,m being the height and

n the width in pixels, then that data set is considered high-dimensional ifK < m ∗ n. If we consider

a color image instead of a grayscale one, the inequality becomesK < 3 ∗ m ∗ n. If one considers

video data sets, which can be regarded as image data sets with a temporal dimension coefficient mul-

tiplied by the image dimension, their dimensionality quickly explodes into millions and billions of

dimensions. This is why the previous inequality quickly becomes true for many real-world data sets.

From a human perspective, the information we gather about our surroundings is, in the general

case, intrinsically multi-modal. Through the five basic human senses (touch, sight, hearing, smell,

and taste), humans constantly collect and process data in both conscious and unconscious states.

Multi modality of the data presents a challenge but also an opportunity to gather a broader range of

information that may not be readily accessible using traditional research methods. Additionally, it

provides a more comprehensive picture of the phenomenon being studied, which can lead to more

accurate analysis and interpretation of the data. The challenging part comes from the modality itself.

As the name suggests, multi-modality means the data comes in different modalities (or types). The

modalities include image, audio, video, text, haptic, or other sensory data. Thus, one of the biggest

challenges is the sheer volume of data that must be managed, processed, and analyzed. The problem

becomes even more complex if one or more modalities contain high-dimensional data. Additionally,

the integration of different modalities of data can be highly complex and require specialized exper-

tise, software, and tools to manage.

The CMUMultimodal Opinion Sentiment and Emotion Intensity (CMU-MOSEI) data set is

one of the examples of multi-modal data sets. The data set contains three modalities: video, audio,

§Hectopascal is a 100x multiple of the pascal, the SI unit for pressure. It is the international unit for mea-
suring atmospheric or barometric pressure. Sea level pressure is around 1000 hPa.
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and text. Each sample of the data set presents a transcribed (text modality) video (video modality)

where only one person in front of a camera is discussing (audio modality) a certain topic. Since the

data set is often processed using deep learning (DL) ¶ methods, it also contains annotations of the

person’s gender and sentiment throughout the video for the purposes of completing the classifica-

tion or regression tasks. Besides being multi-modal, the data set is also high-dimensional. The pro-

cessing of the whole data set can be done in a plethora of ways depending on the problem, as seen in

the following papers [191,250,312].

Multi-modal data sets are also commonly found in other fields such as psychology, linguistics,

education, biomedicine, and so on. One biological time-series multi-modal data set is extensively

covered in Chapter 4. The data set consists of five different modalities from different biological do-

mains: metagenomics, metaproteomics, metatranscriptomics, metabolomics, and physico-chemical

data from the Biological WasteWater Treatment Plant (BWWTP) [141]. The data was collected in

situ, at weekly intervals, and over 14 months. The data was processed, managed, analyzed, and visu-

alized using the tool namedMOVIS (fromMulti-Omics Visualization), created for the study, and

presented as the central part of Chapter 4.

Finally, analysis and visualization are only one part of the overall challenge that comes from using

big, high-dimensional, multi-modal data. The complete data-management pipeline consists of data

storage and transfer as well. Suppose we focus on data storage and consider current data creation

and consumption trends. The International Data Corporation (IDC) made a new estimation of

the amount of created data for 2025— 180 ZB [359]. In that case, it becomes apparent that existent

data-storage technologies will soon require either more density (more bytes per space or volume)

or will take more physical space to store more data. However, with the advancement of novel data-

storage media, such as DNA [1,61,73,120,336], the problem of storing ever-growing amounts of data can

be solved. Yet, due to its novelty, more research is required in all parts of the data-storage pipeline

when using DNA as a storage medium. The pipeline consists of multiple components that are, on

¶Deep learning is a subset of machine learning based on artificial neural networks with representation
learning containing three or more layers.
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their own, very complex and cover various research domains, hence requiring close collaboration and

sharing of knowledge across different fields.

Analytical Approaches toHighDimensionality

Managing, processing, and analyzing high-dimensional data poses unique challenges because tradi-

tional data analysis methods fail when the number of variables is large. It is crucial to, in some way,

preprocess the data before performing analysis. Preprocessing involves many steps, some of which

are often excluded depending on the domain from which we get the data and in which we solve the

problem. In general, preprocessing steps include data cleaning, normalization, and feature selection.

Data cleaning involves identifying and correcting errors or inconsistencies in the data. Normaliza-

tion is used to scale the data to a common range, while feature selection is used to select the most

relevant features to the analysis.

If the preprocessing step is not required, or the data is already preprocessed, the data is analyzed.

There are several methods for analyzing high-dimensional data, some of which are dimensionality

reduction, clustering, and classification. Dimensionality reduction involves reducing the number of

dimensions of the data while retaining the essential information. Clustering involves grouping the

data into clusters based on similarities between the variables. Classification involves predicting the

class of an unknown sample based on the features.

The main focus of this part is not to explain and describe each of the preprocessing steps and anal-

ysis techniques in detail but give a sense of the problem that high-dimensionality creates and the

purpose of using some of the presented analysis methods. Many different preprocessing and analysis

methods were covered in Chapters 3, 4, 6, and 7 as parts of published studies. For instance, Chap-

ter 4 covers both high-dimensional multi-modal temporal data preprocessing (cleaning and feature

selection) and analysis (clustering using OPTICS [10] and K-Means [17] methods, and dimensionality

reduction using t-SNE [318], PCA [218,309], andMDS [32] methods)‖.

‖The reader can find the meaning of all abbreviations and acronyms on the List of Abbreviations &
Acronyms page at the beginning of the dissertation.
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We cluster, classify, or develop reduced dimensionality representations of dynamical systems or

data sets they produce to understand them better. By understanding, we mean that we can develop

simpler models of the system, allowing us to prove results or gain insight from experimentation that

can then be applied to the original system. By moving from complex to manageable, we can apply

traditional analytical methods, test our hypotheses, validate results, and eventually apply those new

insights back into original high-dimensional models.

When clustering or classifying high-dimensional data, we look for patterns and relationships

among the features, which can help us make predictions from the data. Clustering algorithms at-

tempt to group the data into distinct clusters based on the identified patterns and relationships.

Classification algorithms try to categorize the data into predefined classes. Multiple examples of

cluster analysis have been used for various real-world problems, such as grouping related documents

for browsing, finding genes and proteins that have similar functionality, or as a means of data com-

pression [293].

In addition, we want to reduce the dimensionality of systems or data sets in order to aid computa-

tional analysis. One phrase, and a significant challenge, is often associated with the high-dimensional

data— “the curse of dimensionality”. The phrase was first used by Richard E. Bellman [25] and de-

scribed as difficulty with sampling in spaces when increasing their dimensionality due to their expo-

nential increase in volume during the process. One short example can aid in understanding the prob-

lem better. If we want to sample the unit interval [0, 1]with distance no greater than 0.01, we would

need only 102 = 100 sample points. However, if we want to do the same thing to a 10-dimensional

unit hypercube **, we would need (102)10 = 1020 sample points. Thus, the problem exponentially

explodes with the increase of dimensions. Moreover, “the curse of dimensionality” also covers the

phenomena known as “the concentration of norms” which presents one of the non-intuitive features

in high-dimensional geometry.

Not many studies in the current research landscape represent bottom-up analytical approaches

**Hypercube refers to a cube of length one in n-dimensional spaces, where n ≥ 3.
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(as defined in Section 1.1.1). Many conform to using already developed and established techniques

to solve problems in their domains (the top-down approach). In some instances, this is not satisfac-

tory, so there is a need for innovation and the creation of a newmethod, hence using the bottom-up

approach for solving the domain problem.

Visualization Approaches toHighDimensionality

The high dimensionality of data creates several challenges for visualization. One major challenge

is that human intuition is limited to three dimensions, making it difficult to interpret and make

sense of data with many dimensions. In the pre-computer age, many visualization techniques were

successfully used over the years to visualize one- or two-dimensional data, as described in the books

by Edward R. Tufte [314,315]. With the introduction of computers, many visualization problems

could be tackled for the first time, due to the newly available computing power. Additionally, many

traditional visualization techniques were not designed to handle high-dimensional data that was

becoming more available. For these reasons, and to address the need for new ways to visualize high-

dimensional data, innovative techniques were developed.

The early approaches included parallel coordinates charts [29,159,160], scatterplot matrices [9,62,96],

and others [8,37,57,174]. Current researchers in graphics/visualization are working to make these tech-

niques useful for high-dimensional multi-modal data sets as well as creating new ones and using

them in different application domains.

One of the newest and probably the most vital research in the visualization domain was done by

Tamara Munzner [214,222] by proposing an analysis framework that acts as a structure for the vast de-

sign space a researcher is confronted with when trying to visualize any data. The book introduces a

model with four cascading levels (known as “the nested model of visualization”) that imposes guide-

lines on good design decisions and importance of choosing appropriate validation strategies at each

level. The visual depiction of the model can be seen in Figure 1.2.

The most-outer level of the model, the domain level, defines a problem in some domain (e.g.,

10



Domain Situa�on / Problem

Data / Task Abstrac�on

Visual Encoding /

Interac�on Idiom

Algorithm

Problem-driven

Approach

Technique-driven

Approach

Figure 1.2: The Nested Model of Visualization. Each level builds upon the one before it; the output from one level is
used as input for the next. Hence, making bad design choices at the upper level will spill them into lower levels. Two
universal visualization design thinking perspectives, technique‐driven and problem‐driven approaches, are depicted using
directional arrows.

physics, mathematics, microbiology, genetics, etc.) and incorporates the target users, their field of

interest, their questions, and their data. The results of the design process on this level are the sets of

requirements or needs of the target audience. The next level deals with the problem of abstracting

the domain problem, its data, and requirements. Sometimes, the original, unmodified data is in an

appropriate form and does not need any mean of abstraction to complete the design process on this

level. Often, however, the original data is unsuitable, and some transformations are required in order

to create a more manageable abstraction. At the next level, a proper visual encodings and interac-

tion idioms are selected to present and manipulate the abstractions developed at the previous level.

At this level, mixing multiple visual encodings and interaction idioms is often required in order to

achieve the best results. Sometimes, there is not one best result but a multitude of them. It is up to

the person in charge of the design process to select the one that best suits the requirements by vali-

dating his choices on this and upper levels. The deepest level is about creating or selecting an algo-

rithm that implements the choices of all upper levels so that it provides an adequate user experience

and is as optimised as possible [222].
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The design choice made on each level can, but is not necessarily, the best one that can be made.

To be certain of the quality of the resulting visualization, one must validate choices on each level.

Because the model in question is nested, the validation of choices made in upper levels has to come

after the validation of choices made in inner levels. This co-level dependency presents the biggest

obstacle in validating all choices, which is why a single project often addresses only a subset of the

levels.

Moreover, one of the other important aspects of the aforementioned research is the use of general

reasoning approaches (borrowed from philosophy) as defined in Section 1.1.1— top-down and

bottom-up. In the context of visualization, and by following the nested model of visualization, these

two directions of reasoning are often used interchangeably with the following terms: problem-driven

(top-down) and technique-driven (bottom-up) approach. When faced with a visualization problem,

a person chooses one of these strategies for devising a proper visualization.

If one chooses a problem-driven approach, the starting point of the design study is at the top

level of the nested model — a domain situation or a problem. Properly characterizing a problem

is paramount and can significantly affect later design choices and the resulting visualization. The

formulation of the problem is often devised with the help of domain experts who understand the

situation in depth and can give precise requirements for the design. It is up to a visualization expert

to refine and translate those requirements into a visualization language. Once the requirements are

set, the visualization expert is enabled to traverse into inner levels, hence starting the process of find-

ing the best set of solutions for the given domain problem. Usually, the problem can be solved using

one of the existing and well-known abstractions, encodings, idioms, and algorithms. Yet, sometimes

the problem requires the design, implementation, and validation of new ones that better solve the

problem at hand. This is often the case with data and task abstractions, where a visualization expert

has to create a visualization solution for a problem that was not covered extensively before.

However, if a technique-driven approach is more appropriate for a situation, the work starts at

one of the inner levels of the nested model and progresses outwards. This approach consists of two
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possible paths depending on which level the design process begins. In the case of choosing a visual

encoding or an interactive idiom as starting points, the goal of the process is to design and implement

new visual encodings or interactive idioms that improve well-known abstractions of the upper level.

As a result, these discoveries can help many domains whose problems rely on those abstractions. If

the starting point is at the algorithm level, the objective is to create better algorithms that support

existing idioms [222].

As mentioned in the previous sections, reasoning about the problem systematically often reveals

the best approach to solving that problem. In one case, the domain problem can be solved using ex-

isting visualization encodings, idioms, and algorithms. The main challenges with this approach are

the proper requirement specification and sometimes the innovation of new abstractions. In another

case, the problem rests in the inner levels of the nested model and requires the creation of new algo-

rithms, encodings, or idioms. Often these apparently specific solutions solve more problems than

they were designed to solve and apply to multiple fields. Chapters 2 and 5 cover both approaches in

more detail and present a few examples relevant to this work. Chapters 3 and 4 are research studies

that employ the problem-driven approach, while Chapters 6 and 7 cover the studies that employ the

technique-driven approach.

1.1.3 Evaluation

The last part of the chain of challenges that come with the problem-solving process is evaluating the

solution. Without evaluation, it is hard to estimate the true quality, power, and extent of the solu-

tion. Unfortunately, even this part is not straightforward. Depending on the nature of the solution,

some parts of it can be easily evaluated, others with some obstacles, while some cannot be evaluated

at all.

On the one hand, evaluating newly developed dimensionality-reduction algorithms is relatively

straightforward. One only needs to use the same benchmark data sets other algorithms used and

evaluate the newly developed one against them while also benchmarking complexity, performance,
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scalability, and other relevant properties. A potential challenge lies in showcasing the enhanced effec-

tiveness of this novel algorithm in comparison to existing ones. However, this step is usually solved

since the development of the algorithm is often motivated by solving some specific problem.

All of the before mentioned steps can be clearly recognized in the case of the UniformManifold

Approximation and Projection algorithm, or UMAP [208]. The authors of this study evaluated the

algorithm against t-SNE [318], LargeVis [305], Laplacian Eigenmaps [24], and Principal Component

Analysis (PCA) [342] on the COIL20 [225], MNIST [185], Fashion-MNIST [343], and GoogleNews [217]

data sets. While evaluating different algorithmic properties, they also demonstrated the additional

power of the algorithm to create embeddings with a more apparent global and topological structure

among the various clusters, than its main competitor t-SNE.

On the other hand, evaluating †† visualizations is a bit more demanding, as discussed in works

byMorse et al. [220] and Plaisant et al. [244]. Since visualizations are almost always ‡‡ developed to be

used by humans, that means humans should also evaluate them. This is the reason why well-designed

user studies and surveys are one of the most powerful evaluation tools for visualization. The chal-

lenges here are pretty evident— it is hard or even costly to find many participants, it is difficult to

design an adequate study, and it is troublesome to control nonessential variables and thus have pre-

cise measurements [43]. Moreover, the resulting visualization has to be evaluated on all levels of the

nested model to ensure its validity [222]. To overcome this, numerous automatic approaches were pre-

sented [20,53,346] in order to relax this constraint on certain levels of the nested model, and streamline

evaluating visualizations.

An example of a visualization study where not all levels of the nested model were evaluated is a

work by Andreas Noack [228]. The paper does not address the algorithm level at all, hence the lack

of an evaluation of the algorithm used to create the proposed visualization. In addition, the selec-

††Munzner uses the term validation instead of evaluation to define the validation of the design choices on
each level of the nested model [222]. In the context of this dissertation, using the term evaluation feels more
natural.

‡‡Chapter 6 is one of the exceptions to this rule since the resulting visualizations (i.e., molecule encodings)
are meant to be used by machines, for example, in ML experiments.
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tion of task and data abstractions is crudely described and, as such, cannot be considered a suitable

evaluation of abstraction choices on this level. On the contrary, the choices on the domain level are

well discussed by referencing previous work and motivating the need for a new approach. Finally, the

evaluation of the selected idiom is done in an unorthodox fashion in the visualization research— us-

ing mathematical proof. This provides more than a suitable way of determining the validity of the

selection; hence the evaluation of choice on this level is adequately handled.

In the realm of data analysis and visualization, evaluation plays an essential role in determining the

quality and credibility of our findings and the results of a problem-solving process. Apart from that,

the evaluation process also aids in refining and perfecting our methods, allowing us to obtain better

insights and interpretations of the data in the future. However, as shown earlier, the process of evalu-

ation also comes with its own set of challenges. Depending on the nature of the solution, some parts

could be easy to evaluate, while others may pose obstacles. Moreover, there may be certain parts of

the solution that cannot be evaluated at all. Therefore, it becomes essential to devise a comprehensive

evaluation plan, taking into account all of the possible uncertainties and limitations.

1.2 Problem Statement

M
otivated by a vast amount of valuable information that can be uncovered from high-

dimensional and multi-modal data, researchers often skip many vital steps of analytical

reasoning and deep-dive into implementing a possible solution. In doing so, many cru-

cial design decisions in analytics and visualization could be omitted for the sake of expediteness. The

results of such design process, or the lack of it, to be precise, are almost always not the best and some-

times even wrong for the problem in question. A clear and systematic approach to reasoning about

the problem is required to maximize the expressiveness of the data and the transfer of information

from data to humans.

In addition, existing methods for analysis and visualization are often not suitable for certain

domain-specific problems. More data- and task-specific analysis and visualization methods are
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needed for certain research fields. This trend of innovation is an ongoing process. New analysis and

visualization techniques are continuously being developed to meet the changing demands and tech-

nological advancements across multiple disciplines.

These challenges could be solved in two ways. By employing the nested model [222] for both anal-

ysis and visualization, we can systematically approach problems in two directions and avoid skipping

important steps in the problem-solving process. On the one hand, existing solutions that span meth-

ods, techniques, and tools could be repurposed for a specific problem and setting. The difficulty

of this approach lies in the problem and user specification and their abstractions and translations

to a vocabulary of analysis and visualization. By adequately formulating what data we analyze and

why we do it, we can make suitable abstractions of the tasks and the data. Next, current state-of-the-

art (SOTA) algorithms could support those choices, thus ensuring quality in the resulting analyses

and visualizations.

On the other hand, the need to further optimize and advance existing SOTA algorithms and

methods could prove beneficial for solving problems across various research fields. The main chal-

lenge of this approach lies in the necessary innovation and creativity to push the existing methods or

algorithms further.

Unfortunately, there is no correct answer regarding choosing the best reasoning approach. Dif-

ferent domains have different problems, different requirements, and different expectations. Some-

times, the conceptualization of the problem is complex on its own and requires significantly more

time than the rest of the problem-solving process. Moreover, evaluating choices adequately presents

a challenge on its own and requires additional effort. It is up to the researcher, who is in charge of

translating and solving the domain problem, to answer the following questions: what is the best

approach, how best to tailor methods to the user requirements and needs, how to provide the

best possible results, and how to evaluate those results adequately?
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1.3 Overview

T
hemain scope of this dissertation is to give a theoretical background of problem solv-

ing and reasoning and their applications in scientific research, specifically for solving

complex analytical and visualization tasks using high-dimensional data in biological,

machine-learning, meteorological, medical, and other similar domains. The work is structured and

conceptualized according to the approaches described in Section 1.1.2. Therefore, approaches from

the visualization domain for solving problems with high-dimensional multi-modal data are high-

lighted and used as guidance for solving analytical problems as well.

An illustrated overview of the chapters of this dissertation can be seen in Figure 1.3. Chapters 3,

4, 6, and 7 are adaptations of already published studies. The list of studies and overall contributions

of each author is covered in Section 1.4. Individual contribution to each study is highlighted at the

beginning of the before-mentioned chapters. Comprehensive summaries of each chapter are given in

the remainder of this chapter.

Chapter 1 motivates the work and gives a theoretical basis. In addition, it brings an overview of

the dissertation both in general and in a specific manner.

Chapter 2 covers in detail one of the approaches mentioned in Chapter 1— a problem-driven

approach. A general overview and description of the approach is given. Moreover, multiple examples

are presented and evaluated in the context of this dissertation. Two central examples are given in

Chapters 3 and 4, thus corroborating the strengths of this approach for certain tasks.

Chapter 3 presents the first central example of a tool and a review created using problem-driven

approach, as introduced in Chapter 2. A self-contained motivation and background are provided on

the history and state-of-the-art of data storage media and user interfaces (UIs) used to present their

properties. This enables readers to better understand the methods and findings of the underlying
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study.

Chapter 4 introduces and covers in detail the study of the second central example mentioned in

Chapter 2. As with the previous example, a self-contained motivation and background are provided

on the existing tools and methods for managing, processing, embedding, clustering, and visualizing

high-dimensional time-series multi-omics data sets. An overview of the resulting tool is presented in

detail, along with the case study which was conducted for the purposes of this research.

Chapter 5 covers the second approach motivated and introduced in Chapter 1— a technique-

driven approach. A general overview and description of the approach is given. Moreover, multiple

examples are presented and evaluated in the context of this dissertation. Two central examples are

given in Chapters 6 and 7, thus corroborating the strengths of this approach for encountered tasks.

Chapter 6 describes in detail the first central example of a technique-driven approach (as men-

tioned in Chapter 5). A short motivation and an overview are given before an introduction to the

research problem covered in this chapter. A multitude of molecular encoding methods and tools are

covered and evaluated against the method proposed in this study. An open-source tool implement-

ing the proposed method is presented, along with the evaluation results.

Chapter 7 examines the second central example of a technique-driven approach. As in other

examples, a self-contained overview motivates the reader and introduces it to the general problems,

ideas, and results of the study. Some essential aspects of the information theory are presented and

explained, hence providing a necessary background for the research conducted in this chapter. The

resulting tool is described and evaluated using high-dimensional data sets from various domains.

Chapter 8 discusses and establishes the work of this dissertation in the broader context of an-

alytical and visualization tools for high-dimensional data. The use of both problem-driven and
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technique-driven approaches is evaluated and discussed. Further research directions are explored

and discussed in the context of this dissertation.

Chapter 2 Chapter 4

Chapter 3 Chapter 5
Problem-driven

Approach

Technique-driven
Approach Chapter 6

Chapter 7

Chapter 8

Conclusion

Figure 1.3: Dissertation Overview. The motivation and the background for problem‐driven and technique‐driven
approaches are given in separate chapters. For both problem‐driven and technique‐driven approaches, two central
examples are presented in detail in Chapters 3, 4, 6, and 7, respectively.

1.4 Publications and Contributions

T
he following section is a comprehensive list of all publications and contributions related

to the research presented in this dissertation. The list is organized chronologically

and includes the title of the publication, the names of the authors, and the overall

contributions of each author. Additionally, any relevant citations or other relevant information is

also included. This list is intended to provide readers with a thorough understanding of the research

and body of work that has led to the findings presented in this document.

Publication 1 [12] Aleksandar Anžel, Dominik Heider, and Georges Hattab. The visual story of

data storage: From storage properties to user interfaces. Computational and Structural Biotechnology

Journal, 19:4904–4918, 2021. ISSN 2001-0370. doi: https://doi.org/10.1016/j.csbj.2021.08.031.

URL https://www.sciencedirect.com/science/article/pii/S2001037021003627
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Contributions 1 [12] A.A. curated the data, implemented the survey, validated the results, and

created the visualizations. A.A., D.H., and G.H. wrote the original draft. G.H. supervised the work.

All authors reviewed the manuscript.

Publication 2 [13] Aleksandar Anžel, Dominik Heider, and Georges Hattab. Movis: A multi-

omics software solution for multi-modal time-series clustering, embedding, and visualizing tasks.

Computational and Structural Biotechnology Journal, 20:1044–1055, 2022. ISSN 2001-0370. doi:

https://doi.org/10.1016/j.csbj.2022.02.012. URL https://www.sciencedirect.com/science/

article/pii/S2001037022000526

Contributions 2 [13] A.A. wrote the manuscript, designed and developed the tool. D.H. dis-

cussed the results and revised the manuscript. G.H. supervised the project, guided the tool develop-

ment, proofread, and revised the manuscript. All authors read and approved the final manuscript.

Publication 3 [136] Georges Hattab, Aleksandar Anžel, Sebastian Spänig, Nils Neumann, and

Dominik Heider. A parametric approach for molecular encodings using multilevel atomic neigh-

borhoods applied to peptide classification. NARGenomics and Bioinformatics, 5(1), 01 2023. ISSN

2631-9268. doi: 10.1093/nargab/lqac103. URL https://doi.org/10.1093/nargab/lqac103.

lqac103

Contributions 3 [136] Conceptualization, G.H. and N.N.; methodology, G.H., N.N., and

A.A.; software, N.N., A.A., and S.S.; validation, G.H. and A.A.; investigation, G.H. and A.A.; re-

sources, A.A. and S.S.; data curation, G.H., A.A and S.S.; writing—original draft preparation, G.H.;

writing—review and editing, G.H., A.A., and D.H.; visualization, G.H., N.N. and A.A.; super-

vision, D.H.; project administration, G.H.; funding acquisition, D.H. All authors have read and

agreed to the published version of the manuscript.
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Publication 4 [14] (Under review) Aleksandar Anžel, Dominik Heider, and Georges Hattab.

Interactive polar diagrams for model comparison. ComputerMethods and Programs in Biomedicine,

2023. ISSN 1872-7565

Contributions 4 [14] A.A. wrote the manuscript, designed and developed the library, con-

ducted experiments, and evaluated results. D.H. discussed the results and revised the manuscript.

G.H. supervised the project, guided the development, proofread, and revised the manuscript. All

authors read and approved the final manuscript.
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If I had an hour to solve a problem I’d spend fifty-five

minutes thinking about the problem and five minutes

thinking about solutions.

Albert Einstein

2
Problem-Driven Approach
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T
he problem-driven approach involves identifying a specific problem or question that

needs to be answered using data analysis and visualization. This approach differs from

a technique-driven approach, which focuses solely on the data or technology with-

out considering the problem or context. By focusing on a specific problem, the problem-driven

approach can help to reduce information overload and improve the relevance and accuracy of the

analysis and visualization. It also ensures that the results are actionable and can be used to make in-

formed domain decisions.

Numerous analytical and visualization problems can be addressed using problem-driven strategy.

One such example where problem-driven approach marked a historic milestone in mathematics, as it

led to the development of graph theory and the emergence of topology, is known as the Seven Bridges

of Königsberg (SBK). The formulation of the problem and the use of a problem-driven approach to

solving it are presented below.

The city of Königsberg had seven bridges connecting the two banks of the river and the island.

The story says that its residents were fond of taking walks, and one of the favorite walks was to start

from any point in the city, cross each of the seven bridges exactly once, and return to the starting

point. However, they realized that no one had been able to complete such a walk, and so the prob-

lem was born. Leonhard Euler * was the first person to solve the SBK problem. He realized that the

problem could be translated into a mathematical problem that involved graph theory. He trans-

formed the city of Königsberg and its bridges into a graph where the land masses were represented

by nodes, and the bridges were represented by edges. By doing this translation, Euler abstracted the

real-world problem into a mathematical one, thus completing task and data abstractions. The data

abstraction was realized by considering land masses as nodes, and bridges as graphs. In addition,

the task of traversing one bridge only once was abstracted into a mathematical problem of travers-

ing each edge only once. Euler then showed that the problem was impossible to solve because it was

*Leonhard Euler was an 18th-century Swiss mathematician, physicist, astronomer, geographer, logician,
and engineer. He is credited with establishing the field of graph theory and topology and was influential in
many other branches of mathematics, including analytic number theory, complex analysis, and calculus.
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impossible to find a path that crossed each edge exactly once if more than two vertices have an odd

number of edges connected to them [99]. Such a traversal is now called an Eulerian path or Euler

walk in his honor. Euler’s solution formed the basis of graph theory, which has since found numer-

ous applications in computer science, engineering, and social sciences.

I
n the domain of visualization, problem-driven approach is also extensively utilised for

solving real-world problems. Multiple studies have systematically explored problem-

driven visualization work, derived methodologies for using it in transdisciplinary

teams, and presented guidelines for the domain-problem characterization [128,201,269,273,280]. Two

examples of a problem-driven approach in visualization, and published as studies, are extensively cov-

ered in Chapters 3 and 4. The remainder of this chapter will introduce them in broader aspects and

describe the problem-driven mechanisms used to develop and evaluate the respective studies.

The first example presented in Chapter 3 examines traditional and novel data storage media and

their transdisciplinary challenges. Driven by the ever-growing necessity to store data, the domain

problem was to research, select, and propose a UI for a novel data storage technology (i.e., DNA) to

be implemented at an operating system (OS) level. This problem was then abstracted into multiple

tasks, each corresponding to the appropriate domain subtasks mentioned in the previous sentence.

With the conducted research on specific properties of traditional and novel data storage media and

by surveying domain specialists and non-specialists, data was collected, processed, and analyzed to

propose the UI adapted to DNA as a storage medium. The problem-driven approach was used to

solve the whole problem in general but also to solve the subtasks of which it consisted (e.g., creating

the new UI, conducting the survey, etc.).

In the specific case of creating the new UI, a problem-driven approach can be easily demonstrated

using the nested model. The domain problem in the case of this task was twofold: the creation of

an appropriate visualization of the properties of DNA as a storage medium and its use by experts (in

DNA data storage) and non-experts. For each data storage property (e.g., capacity, lifespan, accessi-

bility), the same approach was employed. In the case of capacity and usage, traditional approaches
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to its visualization were examined, and newmethods were evaluated. The capacity and the available

space of the storage medium were encoded using a stacked bar chart while using different colors for

each property. The interaction with the visualization was realized using a tooltip that conveys the

exact values of each property. The algorithm employed to visualize and interact with the data utilized

two Python [323] libraries named Plotly [275] and Altair [324].

Chapter 4 presents an in-depth exploration of a tool specifically designed to manage, process,

analyze, and visualize time-series high-dimensional multi-modal data from biomedical domains.

The tool, entitledMOVIS, presents a novel approach which enables users to analyze and visual-

ize multiple modalities simultaneously. The development of this idea was primarily motivated by a

widely cited Shneiderman’s mantra: “Overview-first, zoom and filter, then details on demand” [279].

This mantra outlines the importance of providing a broad understanding of the data set (overview),

displaying details about each data point, and knowing when to do these activities during an analy-

sis [222].

The domain problem in this study can be defined as follows: what patterns or anomalies can we

discover by analyzing and visualizing temporal multi-omics data sets, and do we gain any benefits

from considering multiple modalities simultaneously rather than independently? By following the

nested model, the task abstraction, in this case, is thus done by translating the problem to finding

anomalies and patterns using well-established computer science methods. Furthermore, data abstrac-

tion is offered by the tool’s various embedding, clustering, and dimensionality-reduction techniques.

The tool offers nine visual representations for multi-omics time-series data sets. The type of visual

encoding and level of detail in the visualization depend on the data modality and data abstraction

procedures performed earlier. All visualizations contain a tooltip as an interactive element, and some

also include spanning, zooming, and filtering. The algorithms used to analyze and visualize the data

are parts of well-known Python data science libraries such as Sci-Kit Learn [239], Pandas [235], Al-

tair [324], etc.

The benefits of a problem-driven approach in analysis and visualization are numerous. One of the
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main advantages is that it ensures that the analysis and visualization efforts are aligned with the do-

main problem. This means that the insights generated are more likely to be relevant and actionable.

Additionally, this approach can help identify issues that may have been overlooked if the analysis

was not problem-driven. Finally, it allows for more efficient use of resources as the focus is on an-

swering specific problems rather than generating general insights. However, the design process for

problem-driven work is cyclical, with constant refinement throughout [222]. This property of the

design process also presents the biggest challenge that comes from using it. The researcher can only

be sure that the right choices were made on the upper levels only when the choices are made on all

levels. As a result, this approach can in some cases be quite slow and tedious, due to the continual

refinement on all levels according to the domain problem and user specifications.
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3
Navigating the Complexity of Data Storage

Media
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I collected, processed, curated, and visualized the data. I implemented the survey and validated

it. I proposed and implemented the user interface. I co-wrote and revised the original draft.

3.1 Preface

T
he rise in data consumption and production is creating a variety of challenges for data

access and storage. The current data generation and storage trends are leading to in-

creased physical space requirements for storage media. Yet, recent technological ad-

vancements uncovered new possible solutions to data storage problems. With the emergence of new

storage media came new challenges with representing important data storage properties of those me-

dia. It is important to recognize that a technical solution may not always be the answer to these new

challenges. Instead, a problem-driven approach is essential for developing effective solutions. For
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this reason, we conducted a user survey that assessed different storage properties vital for data man-

agement, including accessibility, capacity, usage, mutability, lifespan, addressability, and typology.

Our findings allowed us to prioritize user requirements and design a customized user interface that

visualizes important data-storage properties and can be tailored to meet the unique needs of vari-

ous user groups, including experts and the public. Furthermore, our analysis of storage devices over

time allowed us to identify three distinct periods of media development: magnetic, optical and elec-

tronic, and alternative. By taking a problem-driven approach to solving the real-world challenges of

data storage, we can design effective solutions that prioritize user needs and create sustainable storage

systems that can adapt to the rapidly evolving tech landscape.

3.2 Introduction

A
t our current rate, 2.5 quintillion bytes of human and machine-generated data are cre-

ated every day, and the pace is only accelerating [162]. The amount of created data in

2020 was predicted to reach 35 zettabytes or ZB (i.e., 35 trillion gigabytes or GB). 33

ZB were already reached back in 2018. This lead the International Data Corporation (IDC) to make

a new estimation for 2025: 180 ZB of new data will be created worldwide [359]. Although such num-

bers are not astronomically large, they remain too large to fathom. For comparison, the radius of the

observable universe is roughly 43 × 1021 kilometers; which is two orders of magnitude smaller than

the aforementioned estimate of 180 ZB or 1.8 × 1023 bytes [117]. With the advent of such a historical

era, better storage devices and long-term storage solutions will be required. This especially holds true

with a projection putting the world population around 10.88 billion in 2100 [264].

A storage device can contain information, process such information, or do both [28]. When the de-

vice contains only information, it is called a recording medium. Recording can be done using almost

any form of energy, acoustic vibrations (phonographic recording) to electromagnetic energy (mag-

netic tape and optical discs) [86,173,259]. Today’s storage devices contain different types of magnetized

media that are usually ferromagnetic materials (e.g., ion or chromium oxides) [66,256]. Ferromagnetic
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materials have structurally unpaired spins that are organized into magnetic domains. Many bytes,

as the units of information, can be recorded on magnetized media as ”ascending” or ”descending”

spin domains. These correspond to ones and zeros in the binary system. Thanks to the unique prop-

erty of ferromagnetic materials, these magnetized media retain the data, and they can then be read in

the same way. To provide a descriptive overview of storage devices and media, we follow their basic

properties: (1) Accessibility, defines how data is organized on a device and how it can be accessed: se-

rial or random [44]; (2) Capacity, defines howmuch capacity a device has (in bytes) [27], (3) Lifespan,

defines how long data can be stored in certain conditions (in years) [184,286], (4) Mutability, defines

the functions of a device: write, read, or both; and (5) Typology, defines the categories of storage

devices: optical, magnetic, semiconductor or electronic, molecular, etc. Combined with other prop-

erties, such as energy use or data density, they affect the adoption and usage costs of a specific device

or medium. For example, data density is a measure of the quantity of information bits that can be

stored on a given length of track, area of surface, or in a given volume of a storage medium. A higher

density is preferred to optimize the given length, surface, or volume of said medium. Altogether,

such properties steer the adoption of storage devices and media not only by commercial companies

but also by the public. In the context of long-term data storage, devices with volatile memory are

faster than non-volatile memory. However, in the event of a power outage, volatile memory is not re-

tained rendering it unsuitable. In the looming possibility of a digital dark age, this rationale extends

to digital libraries and renders them obsolete, e.g., tapes or network storage systems (clouds). This, in

turn, led to the development of alternative and novel media.

Striking examples of novel storage media are Ribonucleic acid (RNA) and Deoxyribonucleic

acid (DNA) molecules. Because of its greater stability, the DNAmolecule presents a better storage

medium than its counterpart RNA. It carries the biological information necessary for the proper

functioning of cells [150,288,351]. It is not by any means new, as it has been used for billions of years as

a carrier for genetic information by living organisms [1]. Compared to other – organic and inorganic

– molecules, its capacity puts it in a league of its own [103,149]. DNA has a great potential for infor-
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mation storage with a capacity outperforming existing technologies. For instance, traditional storage

devices such as magnetic hard drives and flash drives have a data density of 1013 and 1016 bits per

cm3, respectively [215]. In comparison, DNA reaches a data density up to 1019 bits per cm3. In other

words, three orders of magnitude higher and specifically of 1 billion terabyte per gram. Moreover,

DNA has a very good molecular stability, which has been shown in sequencing studies of extinct

species, referred to as ancient DNA [232,248].

Aside from their novelty, a yet-to-be-considered aspect concerns the User Interface (UI), which

of the aforementioned properties are relevant, and how they are visualized. For instance, knowing

if a Hard Disk Drive or HDD device is at 20% or 50% of its usage is often visualized using a hori-

zontal stacked bar chart. However, with the advent of new storage media, such as molecular media,

there exist no known standards. That is to say, there is no agreement on which properties are more

important or relevant for a potential user. Indeed, user preferences impact which information is

judged as relevant, then subsequently visualized. In this work, we argue that certain standards should

be considered to prepare for the foreseeable future where such media may be available for the task

of long-term archiving or even for day-to-day use. For this purpose, we investigated the industry-

wide approaches that implement UIs and visualizations to display some of these storage properties.

We reported a historical account of their evolution across operating systems and platforms. We also

divided the timeline into three distinct periods (magnetic, optical and electronic, alternative) and

reported the TOP 3 media and devices for each time period. To accommodate for the shift of storage

types into molecular media, we created a survey to rank the storage properties by importance de-

pending on whether the user is a member of the general public or the research community (i.e., do-

main expert). The expert pool consisted of members of the largest known research consortium on

MOlecular Storage for Long-term Archiving (MOSLA). We summarize our findings below:

(a) We conducted a successful literature search of historical, currently in use, novel and experi-

mental data storage media and devices,

(b) we created a survey to determine the most important storage media properties depending on
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a target group, and

(c) by relying on our findings, we proposed a user-settable UI to select and display the relevant

properties for the right audience.

Year Data Storage Name Type Accessible Mutable
1932 Drummemory [143,180,200] x
1946 Williams-Kilburn Tube [68,153] x
1949 Magnetic-core memory [108,236] x x
1952 Magnetic Band (Tape) [18,82,180] x
1956 Hard Disk Drive (HDD) [3,90] x x
1960 Magnetic stripe card [251,299] x
1969 Floppy Disk [6,311] x x
1970 Bubble Memory [31,50,56] x
1978 LaserDisc (LD)/Discovision (DV) [123] x x
1978 Solid-State-Drive (SSD) [70,170] x x
1981 Compact Disc (CD) [55] x x
1987 Digital Audio Tape (DAT) [199,304] x
1991 Mini-Disc [199,350] x x
1992 Digital Compact Cassette (DCC) [145,195] x
1994 Zip Drive [98] x x
1994 CompactFlash (CF) [187] x x
1995 Digital Versatile Disc (DVD) [271,345] x x
2000 USB Flash Disk [2,219] x x
2001 Secure Digital (SD) card [114] x x
2002 Blu-ray Disc (BD) [107,278] x x
2004 Holographic Versatile Disc (HVD) [83,146,147] x x
2009 Millennial Disc (M-DISC) [197] x
2010 Synthetic Deoxyribonucleic acid (DNA) [1,33,61,73,97,120,124,231]
2014 Cell cultures [129,298,349]
2014 Colloidal particle clusters [242] x
2016 Chlorine Atomic memory [169] x x
2019 Synthetic Metabolomes [177]

Magnetic Electronic Optical Electro-mechanical
Magneto-Optical Cathode-ray tube Atomic Molecular

Table 3.1: Timeline of data storage media. In the beginning, data storage heavily relied on magnetic media. This slowly
shifted to optical and electronic media. In recent years, we have seen the rise of novel media that rely on atomic proper‐
ties, biological molecules, and organisms. The magnetic Band (Tape) storage medium is reported in 1952, although BASF
introduced the first magnetic tape for audio in 1934. Although BASF supplied the first 50,000 meters of magnetic audio‐
tape in 1932, the magnetic tape is reported in 1952 as it corresponds to the first usage of a tape as a data carrier using
the IBM 7 track. Mutability refers to read, write, or both. Note that there exists no device with a write‐only mutability.
We refer to the binary state of read and write (using the letter x) versus the read‐only state.
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3.3 Results

W
e report the results in five subsections. First, we focus on presenting specific storage

media and devices that relate to the typology, accessibility, and mutability properties.

We rely on the typology property to delineate periods of time for making the time-

line more tractable. Second, we present storage media and devices by capacity and lifespan. In each

subsection, only the TOP 3 is reported for the sake of brevity. Third, we briefly describe novel and

alternative media as they bring in their own right a new set of challenges. Fourth, we report the re-

sults of our survey on user preferences to visualize storage properties. Fifth, we detail our proposed

UI that can be toggled depending on the target audience with historically adapted visualizations and

user-settable parameters.

3.3.1 Timeline by typology, accessibility, and mutability

First, we report the timeline of different storage media by their type. Second, and for brevity, we

consider the logical condition of reporting the TOP 3 storage devices and media that are only and

only if both randomly accessible and mutable (read and write).

In the beginning, data storage heavily relied on magnetic media. As seen in Table 3.1 and Fig-

ures 3.1 and 3.2, the magnetic time period is observed in blue. This magnetic era slowly shifted to

optical and electronic media (in orange and gray). In addition, experimental storage technologies

with hybrid typologies saw the light. For example, electro-mechanical and magneto-optical typolo-

gies, DAT (in red) andMini-Disc (in gray and blue), respectively. This optical and electronic era

continues to supply remarkable data storage and media. However, in most recent years, we have seen

the rise of the novel and alternative media that effectively rely on atoms and molecules, while contin-

uing to make extensive use of previous media types. Hence, the timeline of data storage devices and

media can be divided into three time periods or eras.

The first is the magnetic era, where the arrival of magnetic core memory and Hard Disk Drives
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revolutionized data storage as we know it. This era spanned ~ 40 years of almost exclusively mag-

netic devices. From the introduction of drummemory in 1932 to the bubble memory in 1970,

magnetic devices starring this era were the Magnetic-core memory, the Hard Disk Drive (HDD),

and the Floppy Disk. Magnetic-core memory, or ferrite-core memory, is an early form of computer

memory. It uses small magnetic ceramic rings, namely the cores, to store information via the polar-

ity of the magnetic field that they contain. In 1949, the earliest work on core memory was done by

Shanghai-born American physicist AnWang, who created the Pulse Transfer Controlling Device.

The name referred to the way the magnetic field of the cores could be used to control the switching

of the current [7].

AHard Disk Drive (HDD) stores and retrieves digital data from a planar magnetic surface and

relies on rigid rotating platters. The information is written to the disk by transmitting an electro-

magnetic flux through an antenna or write head that is very close to a magnetic material, which in

turn changes its polarization due to the flux. The first computer with an HDD as standard was the

IBM 350 Disk File, introduced in 1956 with the IBM 305 computer. The Floppy Disk is a data stor-

age device that is composed of a circular piece of thin flexible magnetic medium encased in a square

or rectangular plastic casing. A Floppy Disk is read and written using a floppy disk drive. In 1967,

IBM started developing a practical and inexpensive device for easy loading of microcode into their

370 mainframes and for sending out customer updates. The result of this work was a read-only,

8-inch (20 cm) floppy. Initial floppy disks were designed to hold 80 KB and load microcodes into

IBM 3330, making them an intermediate device to fill another storage device, i.e., a disk pack file

with a 100MB capacity. Next disks were 5.25 inches, then dimensions changed to 3.5 inches and

with added protection thanks to a sliding metal cover to protect the disk medium from direct physi-

cal contact. With new floppy sizes and competitive prices, newer and smaller floppies replaced their

predecessors very quickly.

The second is the optical and electronic era. Although other hybrid device and media types were

introduced in this era, the optical and electronic types were the most prominent. It spanned 24
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years, from 1978 to 2002, with many media and devices that were both accessible and mutable. It

all started in 1978 with the LaserDisc. The LaserDisc (LD) is a home video format and the first

commercial optical disc storage medium. In the same year, in 1978, StorageTek® launched the STC

4305, which was the first semiconductor storage device compatible with a hard drive interface, or

the Solid-State-Drive (SSD), aimed at the IBMmainframe plug-compatible market. It entered the

market as a serious competitor to the IBM 2305 HDD system with seven times the speed and half

its price. The LD was the predecessor of the Compact Disc (CD), the Digital Versatile Disc (DVD),

and the Blu-ray Disc (BD) which were launched in 1981, 1995, and 2002, respectively. While the

SSD was the predecessor of flash memory-based media, namely the Compact Flash (CF), the USB

Flash Disk, and the Secure Digital (SD) card, which were launched in 1994, 2000, and 2001, respec-

tively. Introduced in 1994, the Zip Drive failed to replace the widely adopted 3.5 inches floppy disks

although it was the super-floppy of the era with a much greater capacity and performance.

The third is the molecular and atomic storage era. It spans from 2004 to today. Although this era

features novel storage media, only Chlorine Atomic memory and Holographic Versatile Disk (HVD)

are considered both accessible and mutable. From 2004 to 2008, theHolographic Versatile Disc

(HVD) was researched and its development was halted. Compared to DVD technology, holographic

memory could have stored information at higher density inside crystals or photopolymers [146]. In

DVDs, the upper limit of the data density was reached due to the diffraction limit on the writing

beams. Although promising, the HVDwas never released. In 2006,Chlorine Atomic memory

consists of arranging functional atoms into extended and scalable atomic circuits. The idea is to

create an atomic-scale memory that can be read and rewritten automatically by means of atomic-

scale markers using chlorine vacancies on a copper sheet (Cu) [169]. Such vacancies are found to be

stable at temperatures up to 77 K (-196,15◦C) and would outperform state-of-the-art HDDs by

three orders of magnitude.

Over time, storage devices improved in terms of accessibility. However, preferences for novel up-

coming devices and media shifted their adoption and usage. As seen in Figure 3.1, if the timeline is
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Figure 3.1: Timeline of Storage Media and their Usage. The transition to new storage technologies is observable at
multiple time points. Today, various storage media from different eras are still in use.

based solely on the use of storage devices, we observe a clear separation between storage devices that

are still in use and those that are obsolete. For example, Floppy Disks became obsolete in the mid-

1990s. From the magnetic era, accessible and mutable devices that survived only include HDDs.

From the optical and electronic era, all aforementioned optical and electronic media are still being

used today with the exception of the Blu-ray Drive which was discontinued in 2019, and later on,

replaced with UHD Blu-ray which is now predominantly used. From the molecular and atomic stor-

age era, Chlorine Atomic memory is the only accessible and mutable medium. Although this is the

case, many other media have been developed with long-term archiving in mind. This led to a polar-

ization of inaccessible and immutable media (e.g., synthetic DNA, synthetic metabolomes).
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3.3.2 Timeline by typology, capacity, and lifespan

In this second subsection, we borrow the aforementioned division of the timeline and report the

TOP 3 storage devices in terms of capacity and lifespan properties. Figure 3.2 introduces the capacity

of storage media over time on a Log scale.

First, magnetic storage devices proved to be resilient to the ever-growing need for more storage

space. However, as electronic technology progressed, the capacity of magnetic-based storage devices

became greater and the actual magnetic memory became cheaper. Because of their resilience and

price, magnetic devices are widely adopted for archival use. Hard Disk Drives (HDDs) are the most

developed magnetic-based storage medium. Their capacity increased substantially, from 3, 750, 000

bytes of IBM 350 disk storage unit to around 2 × 1012 bytes of modern HDDs [154]. The lifespan of

any storage medium is directly influenced by environmental factors in which that medium resides,

as well as the frequency in which it is used. It was long thought that higher temperatures might in-

crease the chance of HDD failure, however, recent studies have found that there was no correlation

between physical drive temperature and drive failures [243]. Since HDDs rely on mechanical parts for

read and write operations, their lifespan is constrained to the quality and durability of those parts.

New technologies of disk coating are being introduced to improve the current durability and data

density of HDDs. Carbon-based overcoats are replaced with graphene-based ones to achieve a better

reduction in friction and provide superior corrosion and wear resistance. This, in turn, enables the

potential of increasing data density up to 4 to 10 times [90]. The Zip drivewas the least long in use

compared to all previously mentioned media and devices. Therefore, not much was done to further

develop its capacity and lifespan. At the peak of their development, the maximum capacity of the

Zip Drive was around 108 bytes. The internal structure of the Zip Drive is almost identical to that

of the HDD, consisting of read/write heads hovering over a rapidly spinning floppy disk mounted

in a sturdy cartridge. That makes the Zip Drive much like the HDD, prone to failure and with a

similar lifespan. Magnetic-core memorywas introduced in the early days of computer systems and

engineering. The properties of this storage device, such as non-volatility and random-accessibility,
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made it perfect for use as the primary memory of those early systems. The maximum capacity of the

Magnetic-core memory was around 106 but was not further improved, as the storage medium was

replaced with a more technologically advanced static random-access memory.

Second, the optical and electronic era. With the introduction of the first optical storage medium

in 1978, the LaserDisc (LD) provided a serious alternative for long-term data storage. Its introduc-

tion occurred roughly at the same time as the first electronic storage medium, the SSD. As previously

mentioned, the LD preceded many optical media. The Blu-ray disc, and its modern successor the

Ultra HD (UHD) Blu-ray, currently holds the record for highest storage capacity for optical media

of this era. When first introduced, the capacity of this storage medium was around 25 × 109, while

it now peaks at around 1011 bytes. Unlike the organic dye used in optical disc media, found in DVDs

and CDs, a different approach is used to encode data on a Blu-ray disk. A combination of silicon

and copper is used to create a layer on which the data is engraved, making Blu-ray disks significantly

more durable and resilient than DVDs and CDs, with a lifespan of around 150 years. However, this

warrants further research since these media did not exist long enough to either confirm or deny such

claims. Alternatively, the current record for electronic media or storage devices of this era is currently

held by the SSDwith a maximum capacity of 1014 bytes. In second and third place, theUSB flash

disk and the SD card share the record with current maximum capacities of around 2 × 1012 bytes.

Indeed, electronic-based storage devices do not contain any moving parts and therefore use entirely

different methods to read, write, and store data. Research shows that the life span of devices based

on flash technology is greatly determined by the usage in terms of data written on those storage me-

dia. Furthermore, it has been shown that SSDs were replaced 25% less often than HDDs [272].

The third era is represented by the introduction of many novel media such as cell cultures, syn-

thetic DNA, and synthetic metabolomes. In addition, the Holographic Versatile Disc (HVD) optical

medium was meant to compete with Blu-ray disk on capacity and reliability. However, HVDwas

costly and incompatible with existing or new storage standards, making its adoption problematic.

The current storage standard specifies 2 × 1011 bytes of capacity. Yet with no clear demand, such
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disks were never put in mass production and the HVD remained in the research phase [93]. This third

era is further detailed in the next section.

Over time and across media types, the changes in capacity reached in multiple instances local max-

imums. For example, optical media have reached a capacity of 1011, as seen in Figure 3.2.
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Figure 3.2: The Capacity of Storage Media over Time. Values in bytes are reported on a Log scale with a base 10. It is
possible to observe an increase over time as novel media improve in capacity. However, new experimental devices or
media are often expensive which limits the storage capacity.

3.3.3 Novel and alternative media

Many novel and alternative media have been proposed in different contexts. They comprise atomic

and molecular media. In the case of molecular media, a variety of approaches exist including organic,

such as synthetic metabolomes, metallo-organic clusters, synthetic DNAmolecules, and inorganic

clusters. The most promising molecular medium is synthetic DNA, although it requires a vari-

ety of steps; e.g., synthesis, encoding, sequencing, error correction, etc. Indeed, some approaches

figured out that DNA storage systems are too slow to replace HDDs [73]. Yet more recent break-
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throughs have made use of hundreds of thousands of short DNA oligonucleotides for encoding

small amounts of data [61]. In that approach, naive encoding without error correction was used,

which rendered it unsuitable for long-term archiving due to sequencing errors. To avoid problems in

sequencing, a Huffman-encoding with a ternary code was employed by another approach [120]. This

specifically helped avoid homo-polymeric DNA sequences which are problematic at the sequencing

step. Moreover, they introduced redundancy in the encoding, thus enabling a simple error-correcting

procedure. Based on these findings, another approach improved data density in the DNA storage

medium by employing a kind of RAID (Redundant Array of Independent Disks) system [33]. In ad-

dition, a rudimentary random access procedure based on primer sequences was developed. Although

it can be used for direct access of parts of the data, it is not possible to perform semantic searches,

for which complex index structures are necessary [329]. For this reason, we did not report synthetic

DNA as an accessible medium. Further research into improving DNA storage systems made use of

different encodings (e.g., fountain codes [97], forward error correction [30], Reed-Solomon codes [124]).

In spite of the fact that they are used for error correction, these encodings only correct or compen-

sate until a certain threshold is reached. When the DNA storage molecule(s) are exposed to different

reagents or stimuli, error-correcting codes cannot handle any potential degradation (e.g., damaged

bases, breaks between individual nucleotides, and fractures in the phosphate backbone). The usage

of higher codes such as Galois fields codes could help error- and erasure-correcting codes for reli-

able DNA storage [168,194]. A comprehensive review of the research literature on synthetic DNA

storage and its challenges is addressed by Dong et al. [88]. Physical storage of synthetic DNA varies

from one laboratory to another. It defines a unit of molecular storage that often relies on sequencing

redundancy (i.e., deep sequencing coverage, and having many copies of each sequence) and ranges

from, but is not limited to, amber-enclosed spores [1], lyophilized oligonucleotides [120], inorganic sil-

ica [124], etc. The capacity value for synthetic DNA is experimentally validated and visually reported

in Figure 3.2. In this instance, the molecular storage unit is dehydrated synthetic DNA pool.

Significant efforts are being made to use inorganic molecules for data storage. Current efforts are
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based on the use of four-color printing of clusters to reveal their extreme nonlinear optical proper-

ties. These properties should be distinguishable enough for a spectrometer to read them and thus

capture the information they contain. The fundamentals of such molecular clusters are described in

several works [89,262,263].

Another aspect of molecular storage is organism-based. This corresponds to maintaining cer-

tain cell cultures. It effectively relies on integrating short synthetic DNA strands (i.e., oligonu-

cleotides) into a biological organism in vivo. In turn, the organisms can store and duplicate the in-

formation on an ad hoc basis. This special type of medium was researched to insert synthetic DNA

fragments encoding data and inserting them into the genome of bacteria, fungi, and plants. This

was successfully accomplished in Escherichia coli, Bacillus subtilis, Pichia pastoris, and Arabidopsis

thaliana [129,298,349]. Estimates for a single gram of bacteria indicated an advertised storage capacity

of more than 900 TB. However, an experimentally validated approach confirms using bacterial cell

cultures with 445 KB of digital files in synthetic DNA [129].

Synthetic metabolomes are another promising molecular medium. Metabolomes comprise the

complete set of small molecules found in a biological system. Unlike DNA and protein molecules,

they are small in mass, abundant, and more structurally and energetically diverse [177]. The synthetic

metabolomes consist of a mixture of metabolites (e.g., Galactose, Tryptophan, etc). These are spa-

tially arrayed in thousands of nanoliter volumes on a physical multi-well array or plate. In turn, each

resulting volume contains a prescribed mixture from a library of purified metabolites, i.e., a syn-

thetic metabolome. This approach demonstrated the storage of many image data. The largest is a

17,424-bit image requiring approximately 70 KB. This image was written into 1,452 mixtures from a

12-metabolite subset of the library [177].

Another noteworthy addition concerns non-genomic molecular media. They have also been

demonstrated yet have not been included in this study due to their experimental nature. One type of

such media relies on fluorescent dyes on polymer films or the rotaxane molecular architecture [125,335].

Another type relies on creating nano-structures to obtain an etched crystalline quartz or even a thin
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diamond layer [172,317].

3.3.4 Industry-based UI and visualizations

From the early days of the computer, the amount of used information in the storage devices was im-

portant. Early devices showed the usage of the storage medium in percent or only the occupied space

next to the capacity of the medium or both. This information was presented in a textual form and

a human-readable format. This refers to encoding the information in ASCII or Unicode text rather

than binary data. Many technological breakthroughs, such as nanoscale circuits, enabled more com-

pact and reliable solutions with a higher element density. Various sensors were introduced to differ-

ent storage types, for example, temperature sensors. This led to the monitoring of meta-information,

which in turn allowed the prediction of the device lifespan. In turn, UIs were upgraded with further

characteristics such as Temperature or Speed of the storage device. The advancement in graphical

processing power also opened up further possibilities. First and foremost, it enabled the visualization

of the available information for the capacity property. Later, it was used to visualize partitioning of

the storage medium, file structure, usage, etc. We divide our investigation into early, pre-modern, and

modern operating systems.

Early systems introduced built-in tools that report detailed information about the user’s stor-

age devices. These systems comprised the report of textual information for different properties, yet

mainly focused on capacity [292]. Such systems align with the pre-modern arrival of the personal com-

puter withWindows 95® or System 7®, and their adoption until Windows XP® andMac OS X®. The

capacity of a storage device was one of the most important properties and was often visualized as a

horizontal stacked bar chart displaying used and free storage space. Modern systems have built-in

tools and visualize storage capacity with pie charts and some of its variants, like doughnut charts, or

even multi-level pie charts, as seen in Figure 3.3.

Along with previously mentioned visualization methods, certain OS offered a built-in representa-

tion of used storage space in a tree map chart, as seen in Figure 3.4. In most cases, the visualization of
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usage presents an overview first, details second. Generally, the overview is the stacked horizontal bar

chart, while details may be observed in visual and textual form simultaneously. Furthermore, supple-

mentary storage device information, for example, SSD temperature or mount point, is presented in

textual form. Figure 3.5 depicts this occurrence.

3.3.5 Survey results

As stated earlier, the survey was conducted on two different groups: (a) domain experts in molecular

data storage, and (b) the general public. Nineteen responses were collected from the expert group

and thirty from the general public.

In the first group, 68.4% of participants identified themselves as male, and 31.6% as female. Ex-

actly 47.4% put computer science as their field of research, followed by biology at 36.8%, then chem-

istry at 15.8%, then physics and mathematics at 5.3%. Nearly 60% reported having 10 or more years

of experience in their respective field, followed by 31.6% who have 0 to 3 years of experience, and

the rest having 3 to 5 years of experience. When ranking the TOP 3 properties, and while consider-

ing themselves domain experts, participants chose the following in order of importance: 1. lifespan,

2. capacity, and 3. accessibility. These results changed when considering themselves as members of

the general public. The properties of accessibility and lifespan switched places, placing accessibility

first and lifespan last. All TOP 3 ranking results are also presented in Table 3.2.

Exactly 43.3% of the participants belonging to the general public group identified themselves as

male, followed by 50% identified as female, while 6.7% preferred not to state their gender. As for the

field of study, 60% reported computer science, 16.7% social science, 13.3% biology, 10% medicine,

6.7% mathematics and the rest was split between economics, and business informatics. The gen-

eral public was not asked the question about their experience. The results gathered from this group,

i.e., the general public, are reported in Table 3.2. In this case, the TOP 3 was: 1. accessibility, 2. ca-

pacity, and 3. lifespan.

To support the visualization of the TOP 3 data storage properties, we designed and implemented
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Property The expert pool The experts as public The general public
1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

Accessibility 5 1 7 8 3 2 17 0 6
Capacity 6 7 4 5 8 2 6 11 6
Lifespan 8 5 2 2 1 9 5 5 7
Mutability 0 4 3 1 4 4 2 5 6
Usage 0 2 3 3 3 2 0 9 5

Table 3.2: Survey results. Cells with the highest votes are highlighted. For the expert pool, the TOP 3 properties are
lifespan, capacity, and accessibility. When experts are asked about their opinion as members of the public, the order of
the TOP 3 changes to: accessibility, capacity, then lifespan. For the general public, the results are the same as when the
expert pool stated their opinion as members of the general public.

a User Interface (UI) adapted to both audiences. The methodology for property-based visualizations

and the UI is described in the Methods section. The implementation of the UI and the source code

used to create all of the figures are uploaded as part of the supplementary material and are also avail-

able at the TVSDS GitHub repository: https://github.com/AAnzel/TVSDS. The survey and its

results are provided with this manuscript as part of the supplementary material.

3.4 Methods

T
he literature search was possible thanks to an array of different scholarly literature

databases: Google Scholar, Europe PMC, IEEE Xplore. While the experimental part

of the paper consisted of generating a survey, analyzing results, and creating an ade-

quate UI and data visualizations.

3.4.1 Literature search

Relevant search keywords were used for different parts of this paper. A non-exhaustive list of used

keywords is: data storage, novel media, storage device, storage medium, DNA storage, storage vi-

sualization, molecular medium, molecular storage. Apart from the literature search, our paper also

includes knowledge gathered from several archives, for instance, the IBMArchives, The Internet
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Archive, and the Museum of Obsolete Media. For certain data storage technologies, like HDDs,

HVDs, SSDs, we also incorporated relevant facts stated in their storage standards, that are publicly

available online.

3.4.2 Ranking survey

For the survey, we used Google Forms and presented it as follows. First, a brief explanation of the

survey was given followed by a one-sentence description of each data storage property: accessibility,

capacity, lifespan, mutability, and usage. Second, participants were asked to rank them in a TOP

3 fashion. The expert group was asked to rank properties as experts in the molecular data storage

domain and as members of the general public. Third and last, demographics data was collected. We

gathered the results of the survey and proposed a new UI for the property-based visualizations. The

survey results laid out in Table 3.2 are divided into three groups: (a) the domain expert opinion,

(b) their view as a public, and (c) the opinion of the general public.

3.4.3 User Interface

By coupling the results from the survey, the literature search, and the visualization standards to dis-

play data storage information, we propose an adapted user interface and state-of-the-art visualiza-

tions. The proposed User Interface (UI) consists of two views: the basic view to suit the needs of the

general public, and the advanced view for domain experts. The default home view is the basic view.

It serves as an overview by presenting the accessibility (sequential versus random), the usage or how

much of the media is already in use (in percentage), and the capacity of the media in kilobytes (KB).

In addition, a file hierarchy is presented in textual format. The basic view component of the UI can

be seen in Figure 3.6.

The advanced view can be toggled by a select box button to display further details. It specifically

includes additional properties (e.g., lifespan) and further details for the usage and the file hierar-

chy. This is shown in Figure 3.7. The advanced view benefits frommouse hover and mouse click
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events to provide granular details for each visualization. For example, the mouse hover event for the

capacity/usage visualization reports the actual size in kilobytes (KB) of a specific file type category

(e.g., audio files), as seen in Figure 3.8. The mouse hover event for lifespan visualization gives detailed

information on lifespan estimation, as shown in Figure 3.9.

On the other hand, selecting a directory by a mouse click within the directory hierarchy visual-

ization makes the directory expand to occupy the whole pixel space of the visualization. The chosen

directory is now considered a top-level directory, and the visualization shows the hierarchy of its sub-

directories, with all previously top-level directories laid on top of the visualization. This is shown in

Figure 3.10. The UI reports the properties by relying on the TOP 3 ranking results, as seen in Ta-

ble 3.2. In light of the survey results, the order of appearance of the visualizations is adjusted to fit

the reported importance of the studied properties depending on the audience, and is updated ac-

cordingly in its corresponding view (basic vs. advanced). The visualizations present in both UI views

dynamically adapt to the current page width, maximizing the ink-to-pixel ratio.

3.4.4 Property-based Visualizations

By considering the state-of-the-art data visualizations for data storage, we propose 3 main visualiza-

tions for the ranked properties: usage, capacity, and lifespan. We follow the nested model of visual-

ization to describe the visual encoding [222]. The properties are encoded as follows: capacity as a real

number, while usage is reported as a real number and in percentage (%), lifespan as an integer, and

accessibility uses the boolean data type (0 or 1). Textual information is represented as UTF-8 text

strings of variable lengths.

First, for both usage and capacity, a horizontal bar chart is employed. Bar charts are very effective

at displaying part of a whole, and visually comparing metric values across different subgroups of

the data at hand. The basic view shows only two parts or two stacks, free and used space. While the

advanced view details which kind of file type categories (i.e., audio, video, documents, other) occupy

the storage space, and by howmuch (in percentage and in KB). Except for the free space stack, each
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stack is visually encoded using the area and color channels. The area channel represents the used

space: each part as a percentage to a whole (i.e., maximum storage capacity in KB). The color channel

relies on the categorical or nominal encoding of each file type category. Four file types are considered

excluding free space: audio, video, documents, and other are mapped to colorblind-safe categorical

colors: #A6CEE3, #1F78B4, #B2DF8A, and #33A02C, respectively. The encoding of the color channel

follows the state-of-the-art rules to colorize a data visualization [135]. Moreover, each stack benefits

from textual overlays to report the used space in percentage (%). This is presented in Figure 3.8.

Second, we used a whisker chart for the lifespan property. It combines a bar and whiskers as well

as a vertical line. The latter spans the chart height and encodes the quantitative property (i.e., esti-

mated lifespan) of the medium by relying on the position channel. The estimation of the lifespan is

encoded using the area (bar) and the position (line). Since the lifespan of a medium largely depends

on various external factors, the whiskers represent the confidence interval of this estimate, while the

95% interval is represented as a gray area. The lifespan property is also reported in a textual form as

seen in Figure 3.9: the estimated lifespan is 42 years.

Third and last, and as integrated into different operating systems, we implemented a directory hi-

erarchy visualization by using the tree map visualization. The rationale of this visualization method

is to maximize the pixel space at our disposal. It is highly efficient since it uses a space-filling tech-

nique and relies on creating multiple rectangular areas [23]. Each directory represents a rectangle,

where hierarchies between different directories are encoded with containments to create a nested

layout. A rectangle is encoded by its area and color channels. The larger the area, the larger the rect-

angle, the larger the directory. The color channel follows the aforementioned nominal encoding in

the usage/capacity chart with 4 file type categories. The name of a directory is encoded in textual

form, with each name contained in a rectangle representing that directory, as seen in Figure 3.10.

Additionally, the accessibility property is not visualized but reported in a textual manner. This can

be seen in Figure 3.7. The implementation is done using Python 3.9, Altair 4.1, Plotly 4.14.3, and

Streamlit 0.82.0 [266,270,275,324].
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3.5 Conclusion

E
xisting storage technologies are insufficient for the long-term storage of the large

amounts of data generated in all areas of life. Novel and alternative media propose to

extend the existing storage capacity with molecular storage media and devices. Hence,

also reducing the risks for information loss in long-term data storage. Although technological ad-

vances are being made for molecular storage media types, there has been a lack of efforts for standard-

ization. This is especially relevant before the adoption of upcoming storage media, such as synthetic

DNA. Indeed, standards not only improve ways to standardize information storage for long-term

archiving (i.e., lifespan), but also help researchers meet certain criteria when developing novel storage

media. It is also important to consider the ways we digest the information that is conveyed by storage

media properties. By means of ranking, our survey permitted us to identify relevant properties for

domain experts and members of the public. Moreover, thanks to an analysis of the industry-based

UI and visualizations, we were able to observe and converge to specific design choices. For the bar

chart, the use of the color channel was mapped to file type categories (audio, video, documents, and

other), while the area channel depicts the used amount of the available capacity (often in percentage

or in GB). On one hand, the horizontal stacked bar chart had been a preponderant choice for the dis-

play of the usage of a medium’s capacity. On the other hand, the tree map had also been a common

choice to display file directories and file hierarchies. For the tree map chart, the color channel en-

codes file type categories, and the area channel encodes the amount used by said files. In addition, the

containment provided by this space-filling visualization method helped lay out hierarchies among

different directories. Owing to these industry-based and widely accepted charts, we developed a

user-settable approach to toggle between an overview and details. This corresponded to the basic vs.

advanced view. The latter provided additional data, including further annotations, and unraveled

further details about the storage medium.
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3.6 Discussion

F
irst, and thanks to our survey, we were able to separate the different storage properties

by relevance. Besides this, we found that the TOP 3 properties converged for the gen-

eral public and when the expert participants considered themselves as members of the

general public.

Second, by having the survey results, we were able to propose a new UI that is generalizable and

could also be specifically used for molecular storage media or upcoming novel media. Even though

accessibility was chosen as the most important data storage property, it might be reasonable to shift

its position to second place. The rationale is that visual information is more relevant and has greater

power. From a historical point of view, it is more reasonable to present information rather visually

than textually. That is to say, a user should be first confronted with some type of graphical or visual

representation. That is why we first present a user with the capacity/usage visualization first, then we

present the other properties as ranked by the survey results.

Third, the need for standards extends beyond the currently provided example. Indeed, as seen

in the proposed UI and visualization, certain properties have an intrinsic uncertainty. This may ei-

ther be due to the fact that the property relies on estimation, or that a property is measured. In the

general case of the lifespan property, estimates vary to include multiple storage and usage conditions

such as temperature, number of read/write, recycling of the media, mechanical movements, etc. We

argue that estimates could benefit from standardization so that precise values with certain confidence

intervals may be reported. In this regard, the literature lacks evidence-based estimates. In the exam-

ple case of the lifespan property of synthetic DNA, the theoretical limit is supported by the oldest

known preserved DNA in existence, aging approximately one million years [319]. Moreover, the ex-

perimentally validated capacity for synthetic DNA seems small in relation to the theoretical limit.

This limit is estimated to reach multiple orders of magnitude higher than the presented capacity

value. However, the current costs of storing data inside a DNAmolecule greatly limits the experi-

mental validation of this maximum. Furthermore, methods and algorithms developed in the field
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of genomics may benefit current data storage approaches using DNA. This includes, but is not lim-

ited to, data compression and indexing [48,84,282]. In the example case of a synthetic metabolome, the

capacity property depends on the number of metabolites present in a metabolome. That is to say,

a measurement is made. Such aspects of uncertainty and the way such information is presented for

general consumption remain an open question.

Fourth, a noteworthy example of a novel and experimental storage medium is the Data Sticky.

Although very promising we excluded it from our findings of the literature search. Data stickies are

inspired by sticky notes, such as Post-Its®. A realistic implementation exists, namely Post-Bit, where

a small e-paper device stores multimedia contents and allows for paper-like manipulations [205]. They

combine the affordability of physical tiny sticky memos, the digital handling, and the display of in-

formation using electron ink or e-ink [204]. Once this ink settles into an image, the display reflects

light just like ordinary paper; as a non-volatile medium. Recent advancements in nanotechnology

proposed a larger storage capacity using graphene paper and e-ink [245]. Estimates put such upgraded

data stickies between 4 and 32 GB. There have also been considerable efforts to create nanoscale

data storage using graphene. A promising strategy addressed high precision writing and drawing on

graphene nanosheets by manipulating electrons with a one nanometer-based probe [354].

Fifth and last, even though our UI proposal is applicable to molecular data storage media, more

visualization research is warranted for medium-specific properties. Our work herein reported proper-

ties that are in the broadest sense shared and relevant. Since molecular data storage media is in active

development and research, we can expect some new storage medium-specific properties that could

be more important than the properties we reported. That means that UIs and visualizations should

evolve and adapt to the new storage media types and all of the important, specific properties those

media types may have.
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(a) (b)

(c)

Figure 3.3: Screenshots of data usage visualizations for different Operating Systems. Part‐to‐a‐whole visualization varia‐
tions are used. (3.3a) Donut chart representing the local disk usage on Windows 10. (3.3b) Stacked bar chart (horizontal)
representing the amount of memory used by different file types on Mac OS X Catalina. In the most recent version, Big
Sur, only used space is shown in relation to the available space. (3.3c) Sunburst diagram representing the amount of
memory used by different directories on Linux (Pop!_OS 20.10).
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Figure 3.4: Alternative visualisation on a Linux distribution. Tree map chart representing the amount of memory used by
different directories on Linux (Pop!_OS 20.10).

Figure 3.5: Additional information on Mac OS X. Supplementary data of how the storage device is partitioned and other
important information such as the type of physical connection and the name of the disk are reported in textual form and
tabular format on Mac OS X.
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Figure 3.6: The basic view. It provides an overview of the used versus the free storage space as well as the main proper‐
ties that are required for the general public.
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Figure 3.7: The advanced view. If the Advanced view checkbox is ticked, the storage medium properties are displayed in
order of importance for the expert audience.

Figure 3.8: Capacity/usage tooltip in the advanced view. Supplementary information is shown while mouse‐hovering
over stacks.
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Figure 3.9: Lifespan visualization. The lifespan property is presented with textual and visual information. Detailed
information of lifespan estimation is presented in an overlay window while hovering over the gray area, as well as over
the whiskers.
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Figure 3.10: Directory hierarchy visualized with a tree map chart. Each rectangle is colored according to the file type
category present in the corresponding directory. In the image below, the Documents folder is now a top‐level directory,
with root as its parent directory. Supplementary information is shown while mouse‐hovering over rectangles.
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4
High-Dimensional Multi-Modal

Time-Series Data: Challenges and

Opportunities for Analysis, Visualization,

and Interpretation
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4.1 Preface

R
ecent advancements in sequencing and computational technologies have led to the

production of large high-dimensional multi-modal time-series data sets in the biomedi-

cal domain. However, exploring such high-dimensional data sets with multiple modal-

ities, discovering anomalies, finding patterns, and understanding their intricacies, is challenging.

To effectively explore such data, adopting a problem-driven approach that integrates expertise in

biomedicine, bioinformatics and computer science is crucial. To address this need, it is important to
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develop modular exploration tools for time-series multi-omics data that provide user-friendly inter-

faces and facilitate the equal participation of different omics subtypes for analysis and visualization.

Such tools should produce task-specific, reproducible, and publication-ready visualizations. By using

an open-source software-based framework, such tools can be extended to accommodate different

analytical tasks and integrated with existing software. With a problem-driven approach, it is possible

to analyze, interpret, and visualize high-dimensional multi-modal time-series data in the biomedical

domain, leading to new discoveries and insights.

4.2 Introduction

H
igh-throughput technologies allow us to generate large amounts of data that could

be used for medical and biological research. Multi-omics data sets have been exten-

sively used to provide new insight into certain diseases such as cardiovascular dis-

eases [186], type 2 diabetes [357], cancer [52], and infectious diseases [138]. With the new technologies

mentioned above and technical advances in computational power, data sampling could become

more granular. Data sets taken at one point in time can now be easily extended by creating new data

sets at other time points, providing a more detailed picture of the underlying biological phenom-

ena. These types of time-series data sets are becoming more common and are often explored using

machine learning methods [227]. Although the demand for integrative, analytical, and explorative

tools for such data is high, only a handful exists, e.g., TIMEOR [67], PyIOmica [87], and Functional

Heatmap [340]. Functional Heatmap was developed as a web-based tool for time-series transcrip-

tomics data sets. Analysis results can be exported in textual format or visually thanks to data visu-

alizations, yet only using heatmaps or parallel coordinate plots. TIMEORwas also developed as a

web-based tool for defining regulated gene networks from gene-related time-series data sets using

RNA-seq, and protein-DNA interaction (such as ChIP-seq [165] and CUT&RUN [285]) techniques.

In contrast, PyIOmica was developed as a Python [266] library with the ability to work with different

time-series omics data sets, like proteomics, metabolomics, etc. It also includes gene ontology (GO)
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and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses. PyIOm-

ica currently represents the most complete solution for working with time-series multi-omics data

sets. Still, as a library, it does not allow domain specialists like biologists and biophysicists to con-

duct an exploratory data analysis. Besides that, none of these tools allow a step-wise, easy-to-follow

pipeline, providing both control and freedom to explore the data and discover irregularities or trends

in the data. With the challenge of multi-modal and temporal data, the analysis of multiple omics

should provide multiple aspects that vary in scope and detail. For example, a side-by-side view of

the outcome of each analysis integrating the same time span is necessary. To overcome these lim-

itations and reduce the separation between each omic-type data, we developed the Multi-Omics

VISualization (MOVIS) tool. MOVIS is a web-based, modular tool that enables easy exploration

of time-series multi-omics data sets in a side-by-side fashion. In turn, it enables both developers and

domain specialists to formulate and test their hypotheses. While the modularity of the core compo-

nents enables developers to separate and recombine low-level functionalities, it supports requests for

additional functionalities or omics-specific tasks. By means of modularity and using open-source li-

braries, it can be easily extended to accommodate new use case scenarios. To our knowledge, MOVIS

is the first freely available time-series multi-omics data exploration tool and a pipeline for creating

publication-ready visualizations.

4.3 Approach

M
OVIS consists of three distinct parts: (1) a graphical web interface, (2) a data analysis

core, and (3) a visualization canvas. The interactive graphical web interface is built

on the open-source framework Streamlit (https://streamlit.io/). The user inter-

face (UI) allows the user to split the screen into multiple views. Each view corresponds to one of five

omics (genomics, proteomics, transcriptomics, metabolomics, physico-chemical data) available to

work with. This functionality is presented in Figure 4.1. UI also consists of a side panel used for nav-

igation and shows basic information about the tool. The whole workflow is divided into five well-
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defined parts: (1) the original data set presentation, (2) optional creation of a new data set, (3) op-

tional data set filtering, (4) optional data clustering, and (5) data set visualization. Some steps of the

workflow are shown in Figure 4.2. The data analysis core is responsible for five sequential core steps:

importing, sanitizing, filtering, analyzing, and visualizing all data sets. The core works with five dif-

ferent types of omics data. In the first core step, i.e., importing, genomics, and proteomics data sets

can be provided as archived FASTA files (ZIP, TAR, etc.) or as precalculated tabular (CSV or TSV)

files. For the genomics data, archived GFF, KO, and Depth-of-coverage files are also supported. The

latter is available for transcriptomics as well. Metabolomics, transcriptomics, and physico-chemical

data sets can be provided as tabular files. In the case of transcriptomics data, users can upload mul-

tiple tabular data sets. However, each data set must have the same set of columns with precisely the

same names. MOVIS concatenates these data sets into one unified data set with one new feature

(column) named Type. This column contains the names of all user-uploaded files. Multi-tabular

functionality is provided to enable more accessible work with multiple biological and technical repli-

cate files simultaneously, which is common when researching gene expression. The sanitizing step

is dependant on the data set format provided to the core. For archived data sets, the sanitizing step

consists of unpacking the archive, checking the validity of the file names, and correcting them if they

do not adhere to the naming rules. We created these rules so that file names could hold standardized

temporal information of each file. If a data set is of a tabular format, the sanitizing step consists of

various data quality checks. In this case, temporal information must be included as a feature of the

data set. The filtering step is present only for tabular data sets. It offers a way to filter a certain time-

series period and remove one or more rows or columns from the data set. The data analysis step is

the central and most intricate part of the data analysis core. It provides embedding and clustering

functionalities, as well as creating a new physico-chemical data set for archived FASTA data sets. The

visualization step is responsible for visualizing and additional filtering of the data sets. It also imple-

ments interactivity to the resulting visualizations in the form of a tooltip, brushing, and/or spanning

and zooming. The visualization canvas provides a unified representational space for all created visu-
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alizations. It enables users to export the created visualization in several formats. Each visualization

can be exported as a PNG or SVG file or a Vega-Lite [270] source specification. This functionality

is presented in Figure 4.3. Currently, MOVIS supports nine different visualizations of time-series

data sets: Correlation heatmap, Time heatmap,Multiple features parallel chart, Scatter-plot matrix,

Scatter plot, Two features plot, Feature through time,Whisker plot, and Top 10 share through time.

The user could use each of the visualizations for any data set type without any restrictions. However,

some basic data knowledge is advised in order to choose appropriate visualizations for certain data set

types. The visualization canvas, along with multiple visualizations, is shown in Figure 4.4.

Figure 4.1: Split view of multiple omics. One of the most powerful functionalities of MOVIS is the ability to represent
each omic‐type in its own view space. This allows the user to inspect and explore multi‐omics data sets at the same time.

4.4 Methods

M
OVIS is built using Python and additional libraries like Pandas [235], Numpy [131], Scikit-

learn [239], Biopython [64], Gensim [254], Altair [324], and Streamlit. Tabular data sets

(CSV or TSV) are internally imported as Pandas Data Frame structures. Archived data

64



Figure 4.2: Step‐wise process of the MOVIS workflow. Data exploration and visualization of each omic are divided into
multiple steps. This figure shows steps (1), (2), and (3) for the metagenomics data set.

sets are first unpacked and then cleaned up using built-in Python libraries. If a FASTA data set is se-

lected for proteomics or genomics, the web interface provides an option to calculate an additional

physico-chemical data set. These properties are calculated with task-specific in-house algorithms by

importing each FASTA sequence, one by one using Biopython, and then processing them. As of

the time of writing, the additional data set created out of genomics FASTA data set contains three

physico-chemical features —Hydrogen Bond, Stacking Energy, and Solvation. If an option to create

an additional physico-chemical data set is selected for the proteomics FASTA data set, the data set
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consists of 43 physico-chemical features, e.g.,MolecularWeight, Isoelectric Point, Instability Index,

etc. The newly created data set incorporates the temporal dimension of the source data and can also

be visualized as is. We integrated various methodologies into MOVIS to solve the embedding tasks.

One of the central algorithms is the Word2Vec algorithm [216,217] used to embed archived FASTA

files into 100-dimensional vectors. Such embedding supports nucleotide- and amino-acid-based

sequences. The dimension of the output vector was chosen empirically. Because each FASTA file

may contain multiple sequences, we first embedded each sequence in a 100-dimensional vector and

then averaged them to create one vector representing the FASTA file containing those sequences.

This process results in a tabular data set containing the same number of rows as FASTA files in an

archived data set and 101 columns. Each column contains the temporal data, and the other 100 in-

clude the 100-dimensional vector embedding. The clustering step is presented with two clustering

algorithms as options: KMeans [17] (distance-based) and OPTICS [10] (density-based). By having two

different methods that achieve the same goal, different types of inductive principles are covered. The

visualizations are created according to the nested model of visualization [221] and follow good data vi-

sualization practices [135]. That is to say, design considerations are taken to accommodate color blind

users and enhance the accessibility of the visualizations to a broader audience. Other available data

visualizations are reported in the supplementary material. Three different dimensionality reduction

techniques are included to visualize clusters, namely PCA [218,309], MDS [32], and t-SNE [318]. Al-

though each of these methods aims to reduce the dimensionality of the data, their goal is different.

Therefore, more choices provide a greater opportunity to distinguish patterns and anomalies in the

data. The effect of choosing different dimensionality reduction techniques to visualize clusters of

the same data set can be seen in Figure 4.3. In this Figure, PCA was used for the upper, andMDS for

the lower visualization.
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4.5 Results

T
o demonstrate the usability of MOVIS, we present a case study based on one of the

available examples. The case study is also built-in into MOVIS as one of the options on

the navigation sidebar. As presented inMOVIS, the case study overview can be seen in

Figure 4.5 and 4.6.

4.5.1 Case study— Introduction

We focused on the built-in Example 1 [141] (named as in MOVIS) that contains metagenomics,

metaproteomics, metatranscriptomics, metabolomics, and physico-chemical data from the Biological

WasteWater Treatment Plant (BWWTP). The data was collected in situ, at weekly intervals, and over

14 months. The end goal of this case study was to reveal if there were any niche types, and if there

were, how did they respond to the substrate changes. To limit the scope of this use case, we proposed

only using the functional aspects of the metabolomics data [141].

4.5.2 Case study—Main findings

Even though BWWTP operation is a controlled process, factors such as aeration cycles, seasonal

changes in temperature, and composition of inflow wastewater fluctuate [164]. The physico-chemical

factors may have a meaningful impact on population dynamics and linked process efficiency [344].

Therefore, the first step of our case study was to inspect relevant physico-chemical properties of the

wastewater and determine major shifts, if any.

Physico-Chemical data

To demonstrate the function and utility of MOVIS, we selected the Physico-Chemical data and,

more specifically, the Processed data set 1. The selected data set contains 34 different physico-chemical

properties with a 2-hour sampling rate. The properties of interest for this case study areVolume_aeration
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m3/h, T C (Temperature in Celsius), and Inflow_conductivity μS/cm. We visualized the properties of

interest using MOVIS in Figures 4.7a, 4.7b, and 4.7c, respectively. We chose Feature through time

visualization to accomplish this. Even with a lot of noise present, Figure 4.7a showed the shape of

a sine curve with three distinct local maxima (around June 2011, November 2011, and April 2012)

and two distinct local minima (around August 2011 and January 2012). Figures 4.7b and 4.7c had

less noise, with the latter figure showing a distinct increase in temperature near the end of the sam-

pling period. In order to further examine the irregular behavior of temperature and conductivity, we

visualized them using Time Heatmap in addition to the existing chart types. The new visualizations

are presented in Figures 4.8a and 4.8b, respectively. Provided with more granularity, we were able

to see a detailed picture of each property. Figure 4.8a showed a steady increase in temperature that

peaks in September of 2011 and then slightly decreases until the start of December 2011. Then, we

have a rapid decrease in temperature that lasts until March 2012 followed by a rapid increase that

peaks in the beginning of April 2012 with temperatures going as high as 29.62◦C.We efficiently in-

spected values by using the interactive tooltip feature. It appears upon the mouse hovering over the

cells of interest. On the other hand, Figure 4.8b showed high but steady values from the beginning

of sampling and up until the last week of August 2011. After that, we found a swift decrease and

stabilization of values that continues throughout the time series.

Metaproteomics data

Integrated meta-omics approaches hold the potential to resolve niches of microbial populations

in situ [141]. Therefore, we shifted our focus to metaproteomics data to identify microbial clusters,

if there were any, using only raw FASTA data. To ascertain the presence of microbial clusters, we

selectedMetaproteomics data, and thenRaw FASTA files. WhenMOVIS completed embedding

FASTA files, we selected theK-Means clustering method and using the Elbow rule chart we selected

three as a number of clusters (centroids) for our clustering method. Then we inspected the evalua-

tion window of the selected clustering method. With a silhouette score [267] of 0.495, we acknowl-
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edged that our method was successful, which was further corroborated by other available evaluation

scores (e.g., The Davies–Bouldin index (DBI) [81], and The Calinski-Harabasz (CH) score [42]). Then

we chose to visualize our data using two different dimensionality reduction techniques in order to

determine which one gives a better visual outcome. The selection of PCA visualization andMDS vi-

sualization resulted in Figures 4.9a and 4.9b, respectively. Both figures provided us with a visual way

to evaluate chosen clustering method. As can be seen on both Figures 4.9a and 4.9b, their upper-left

corner showed a mixture of class-0 (circles) and class-2 (triangles), which indicated that K-Means

had problems with clustering data embeddings that occupy that space. However, the clustering was

successful since most data embeddings were placed in cloud points that have been determined to be

in proximity and define a cluster. Inspecting the color gradient of the visualization marks allowed

us to discover even more— samples clustered in the class-1 (rectangles) came in majority from the

later time of the sampling period. The same could also be said for the class-2 samples, while class-0

samples came from a more dispersed sampling period. Mouse-hovering over each sample allowed

us to determine the exact time that sample was collected. MOVIS also supports calculating amino-

acid based physico-chemical properties of the metaproteomics data set, which could uncover an even

more detailed picture of the underlying phenomena. For the sake of brevity, we did not select that

option.

Metabolomics data

Since a significant shift in substrates of the influent wastewater sludge can alter the community com-

position [192], we moved our focus to theMetabolomics data set, and more specifically the Processed

data set 2. The selected data set is of composite nature, which means that it contains multi-omic

information. Almost 95% of the data set represents metabolomics data, and the rest is physico-

chemical data. Pre-combining omics data in such a fashion allowsMOVIS to tap into the integra-

tive aspect of the multi-omics nature. That aspect is planned but not yet directly available in MO-

VIS. Next, we selected Time heatmap visualization and chose feature named value as a quantitative
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color feature, param as a y-axis feature, andDiverging for the color scheme. Our selection resulted

in Figure 4.10. Further inspection of Figure 4.10 revealed substrate shift happening from early to

mid-November 2011 and early to mid-December 2011, with noticeably higher values in between.

The substrate shift was defined by higher values of mainly non-polar metabolites, as well as polar

metabolites, among which are putrescine and various disaccharides. After the end of December

2011, substrate levels normalized, and the community transitioned back to the pre-disturbance state.

Metagenomics data

One way of estimating population abundance is by using metagenomic depth-of-coverage. Since

MOVIS is not explicitly designed to work with meta-omics data, no taxa linking is currently en-

abled. However, by inspecting average depth-of-coverage values, we could get some insights into the

overall population dynamics over time. Therefore, we selectedMetagenomics data, and thenDepth-

of-coverage, which presented us with a directory hierarchy of the underlying data set. After MOVIS

automatically calculated important statistical values of the data set in use, we visualized results us-

ingWhisker plot. The visualization mentioned earlier can be seen in Figure 4.11. The third quartile

(Q3) and upper limits form the shape of a sine curve with a period of around one month and a slight

discrepancy around the beginning of November 2011. The discrepancy is caused by the increase

of outliers (not shown in Figure 4.11) while calculating statistical values. We then visualizedMean

depth-of-coverage values using Feature through time visualization. However, that did not provide us

with any new insight.

4.5.3 Case study—Conclusion

The simultaneous exploration of multi-metaomics data sets using MOVIS allowed us to uncover

temporal patterns and discrepancies of one metaomic data set and efficiently connect them with

other metaomic data sets. Furthermore, a swift visualization of sizable time-series multi-modal data

sets revealed significant microbial clusters and temporal points of interest. Withal, we are now em-
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powered further to analyze temporal points of interest with metaomic-specific tools and uncover

metaomic-specific details.

4.6 Discussion

F
irst and foremost, MOVIS is the only time-series omics data exploration tool that is

able to generate publication-ready visualizations of the underlying data by follow-

ing best practices for user interface and data visualization design. Second, since it was

written in a procedural way, it allows quick extensions with minor modifications. For example, the

adoption of a new omic-type data requires the addition of one high-level function to the data anal-

ysis core. Third, the data analysis core presupposes that the data is preprocessed, that is to say, qual-

ity controlled and filtered. While FASTA files may be directly used as input, specific data such as

raw microarray-based data cannot be used directly as input. The complexity of each omics domain

knowledge makes this a challenging problem. Fourth, to support data exploration and visual analytic

tasks, we rely on direct data interaction for tabular data. This interactivity lays the foundation for

solving visual analytic tasks [21]. Fifth, clear and concise data analysis guidelines benefit multi-omics

time-series analyses. Indeed, further omics-wide guidelines, time-series-specific, and data-specific

standards are required. Sixth and last, we plan to integrate and make available many more data sets,

omic-types data, clustering algorithms, dimensionality reduction methods, and visualizations. More-

over, the implementation of many other embedding algorithms should provide users with ample

choice to accommodate the varying nature of the underlying imported data. In this line of reasoning,

we are open to requests to include more data in the tool. Currently, two sample data sets are already

integrated and available for exploration [141,241]. Since the scope of the data and its size can have a sig-

nificant impact on computational performance, we also plan to adapt MOVIS to cloud computing.
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4.7 Conclusion

M
OVIS is created as a modular and easy-to-use solution that includes state-of-the-art li-

braries and models to import, embed, cluster, and visualize temporal omics data. We

expect that the proposedMOVIS will be a valuable tool to complement and enhance

traditional data exploration approaches for temporal omics data and offer further insights into the

patterns and anomalies of any of the five available omics types and their potential combination. MO-

VIS currently supports genomics, transcriptomics, metabolomics, proteomics, physico-chemical

data, and metaomic aspects of aforementioned omic types.

4.8 Data availability

W
e provide MOVIS as a web service at https://movis.mathematik.uni-marburg.de/

and as a Docker container at https://hub.docker.com/r/aanzel/movis. The website

version is free and open to all users, without any registration requirements. Source

code, help, and documentation can be found at https://github.com/AAnzel/MOVIS. MOVIS is

licensed under the GNUGeneral Public License, Version 3.0, and can be manipulated, improved,

and extended freely by any user.

72

https://movis.mathematik.uni-marburg.de/
https://hub.docker.com/r/aanzel/movis
https://github.com/AAnzel/MOVIS


Figure 4.3: Exported visualizations for example data 1. The user has the ability to export resulting visualizations in sev‐
eral lossless formats with just a few mouse clicks. In this figure, we can see save buttons for the scatter‐plot visualization
of embedded genomics data. Similar exported publication‐ready visualizations could be seen in Figure 4.9.
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Figure 4.4: Visualization canvas with multiple visualizations. Visualization canvas is the part of the UI that holds visual‐
izations for all data sets in use. It is separated from the data exploration part of MOVIS in order to make the exploration
part distraction‐free and continuous. This figure also shows the interactive part of every visualization, in this case, a
tooltip with additional information of the underlying data point. Further filtering is available to look at the specific time
frame.
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MOVIS

This data set comes from the following paper:

Herold, M., Martínez Arbas, S., Narayanasamy, S. et al. Integration of time-series meta-omics data reveals

how microbial ecosystems respond to disturbance. Nat Commun 11, 5281(2020). https://doi.org/10.1038

/s41467-020-19006-2. Analyzed samples were collected from a biological wastewater treatment plant in

Schifflange, Luxembourg (49.513414, 6.017925). A precise location is shown on the map located on the right.

It contains metagenomics, metabolomics, metaproteomics, and physico-chemical data. The code used to

parse the data can be found here: GitLab

© Mapbox © OpenStreetMap
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Time heatmap: select quantitative color feature

T C

Time heatmap: select y-axis feature

DateTime

Time heatmap: select color scheme

Sequential Single-Hue

Metaproteomics data
What kind of data set do you want to see?

Raw FASTA files

set_of_78

    ├── 2011-04-11.faa

    ├── 2011-04-18.faa

    ├── 2011-04-19.faa

    ├── 2011-04-20.faa

    ├── 2011-04-21.faa

    ├── 2011-04-25.faa

    ├── 2011-04-26.faa

...

77 files

Calculate additional physico-chemical properties?

Embedded FASTA files First 50 entries and first 8 features (columns).

DateTime dim 0 dim 1 dim 2 dim 3 dim 4

0

1

2

3

4

5

6

7

8

9

2011-04-11T00:00:00+02:00 0.2398 -0.1439 -0.1153 -0.0862 -0.0937

2011-04-18T00:00:00+02:00 0.2658 -0.2534 -0.1226 -0.0375 -0.0567

2011-04-19T00:00:00+02:00 0.2804 -0.3723 -0.0656 -0.0036 -0.0221

2011-04-20T00:00:00+02:00 0.2340 -0.2531 -0.0694 -0.0304 -0.0637

2011-04-21T00:00:00+02:00 0.2084 -0.4014 -0.0994 0.0560 -0.0390

2011-04-25T00:00:00+02:00 0.2503 -0.3449 -0.1021 0.0517 -0.0582

2011-04-26T00:00:00+02:00 0.2408 -0.2993 -0.0929 0.0290 -0.0770

2011-04-27T00:00:00+02:00 0.2655 -0.3195 -0.1078 -0.0027 -0.0734

2011-05-16T00:00:00+02:00 0.1913 -0.0949 -0.1435 -0.1260 -0.1036

2011-05-17T00:00:00+02:00 0.2967 -0.3320 -0.1104 -0.0281 -0.0254

Summary statistics. First 8 features (columns).

DateTime dim 0 dim 1 dim 2 dim 3

count

mean

min

25%

50%

75%

max

std

77 77 77 77 77

2011-09-26 14:38:57.6623375360.2272 -0.2097 -0.1251 -0.0586

2011-04-11 00:00:00 0.1486 -0.4243 -0.2512 -0.2295

2011-07-05 00:00:00 0.1999 -0.3560 -0.1539 -0.1301

2011-10-10 00:00:00 0.2258 -0.2336 -0.1147 -0.0323

2011-12-08 00:00:00 0.2599 -0.0873 -0.0937 0.0168

2012-03-14 00:00:00 0.3025 0.0391 -0.0504 0.0700

nan 0.0358 0.1495 0.0457 0.0914

Choose clustering method:

K-Means

Select a number of clusters for K-Means using the elbow rule:

2 15

3

K-Means| silhouette score: 0.49459740040530364, Calinski-Harabasz index

Choose your visualization:

PCA visualization MDS visualization

Metabolomics data
What kind of data set do you want to see?

Processed data set 2

Uploaded Metabolomics_CASE_STUDY data. First 100 entries.

param date value month

0

1

2

3

4

5

6

7

8

9

1-monopalmitoylglycerol_bnp2011-03-21T00:00:00+01:00 -0.3005 3

1-monopalmitoylglycerol_snp2011-03-21T00:00:00+01:00 -0.3848 3

1-oleoylglycerol_bnp 2011-03-21T00:00:00+01:00 -0.2760 3

1-oleoylglycerol_snp 2011-03-21T00:00:00+01:00 -0.3558 3

2-oleoylglycerol_bnp 2011-03-21T00:00:00+01:00 -0.1973 3

2-oleoylglycerol_snp 2011-03-21T00:00:00+01:00 -0.3373 3

alanine_bp 2011-03-21T00:00:00+01:00 0.0176 3

alanine_sp 2011-03-21T00:00:00+01:00 1.1076 3

aspartic acid_ratio 2011-03-21T00:00:00+01:00 -0.5368 3

BB1_pH_pcparams 2011-03-21T00:00:00+01:00 0.7186 3

Summary statistics

date value month

count

mean

min

25%

50%

75%

max

std

1909 1909 1909

2011-10-15 21:51:45.919329536 0.0267 5.7601

2011-03-21 00:00:00 -2.2783 1

2011-06-17 00:00:00 -0.4563 3

2011-10-12 00:00:00 -0.3141 5

2012-02-08 00:00:00 0.0121 9

2012-05-03 00:00:00 6.3157 12

nan 1.0797 3.2970

Insert the time series interval you want to keep. Use ISO 8601 format: YYYY-MM-DD

Filter data set (remove rows and/or columns)

Choose your visualization:

Time heatmap

Time heatmap: select quantitative color feature

value

Time heatmap: select y-axis feature

param

Time heatmap: select color scheme

Diverging

Metagenomics data
What kind of data set do you want to see?

Depth-of-coverage

MG_Depths

    ├── 2011-03-28.avg

    ├── 2011-04-04.avg

    ├── 2011-04-11.avg

    ├── 2011-04-18.avg

    ├── 2011-04-25.avg

    ├── 2011-05-02.avg

    ├── 2011-05-09.avg

...

51 files

Summary of imported depths First 100 entries.

DateTime Q1 Q3 IQR LowerLimit UpperLimit

0

1

2

3

4

5

6

7

8

9

2011-03-28 1.7457 7.2531 5.5074 0 15.5142

2011-04-04 1.6553 7.3410 5.6856 0 15.8694

2011-04-11 2.7193 7.4542 4.7349 0 14.5565

2011-04-18 2.0979 6.6074 4.5094 0 13.3715

2011-04-25 0 5.8998 5.8998 0 14.7495

2011-05-02 0 5.9838 5.9838 0 14.9594

2011-05-09 0 4.0421 4.0421 0 10.1052

2011-05-16 3.1165 8.2667 5.1502 0 15.9919

2011-05-23 0 6.9514 6.9514 0 17.3785

2011-05-30 0.2359 7.5897 7.3538 0 18.6205

Summary statistics

Q1 Q3 IQR LowerLimit UpperLimit Mean

count

mean

std

min

25%

50%

75%

max

51 51 51 51 51 51

0.9143 6.6659 5.7515 0 15.2932 6.1187

1.0214 0.9098 0.8473 0 1.7879 1.1237

0 4.0421 4.0421 0 10.1052 3.5360

0 6.1100 5.1640 0 14.1851 5.4426

0.7016 6.7181 5.7725 0 15.3075 6.1313

1.9110 7.2558 6.3576 0 16.7936 6.9488

3.1165 8.9707 7.3538 0 18.6205 8.2392

Choose your visualization:

Whisker plot Feature through time

Feature through time: select features to visualize

Mean

Encode one nominal feature with color?

Outliers of imported depths First 100 entries.

DateTime value

0

1

2

3

4

5

6

7

8

9

2011-03-28 20.71430015563965

2011-03-28 21.645000457763672

2011-03-28 19.997699737548828

2011-03-28 20.685199737548828

2011-03-28 30.122299194335938

2011-03-28 58.948699951171875

2011-03-28 78.5114974975586

2011-03-28 186.3300018310547

2011-03-28 170.6510009765625

2011-03-28 181.197998046875

Summary statistics

DateTime value

count

unique

top

freq

1048254 1048254

51 79620

2011-03-28 nan

20554 955069

Choose your visualization:

Choose an option

Download visualization

Figure 4.5: Case study overview, part 1. We can see all five parts of the tool’s workflow.
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This data set comes from the following paper:

Herold, M., Martínez Arbas, S., Narayanasamy, S. et al. Integration of time-series meta-omics data reveals

how microbial ecosystems respond to disturbance. Nat Commun 11, 5281(2020). https://doi.org/10.1038

/s41467-020-19006-2. Analyzed samples were collected from a biological wastewater treatment plant in

Schifflange, Luxembourg (49.513414, 6.017925). A precise location is shown on the map located on the right.

It contains metagenomics, metabolomics, metaproteomics, and physico-chemical data. The code used to

parse the data can be found here: GitLab

© Mapbox © OpenStreetMap

What kind of omic data do you want to explore?

Physico-chemical Metaproteomics Metabolomics Metagenomics

Physico-chemical data
What kind of data set do you want to see?

Processed data set 1

Uploaded Physico-chemical_CASE_STUDY data. First 100 entries.

DateTime Inflow_Volume m3/h Inflow_pH pH Inflow_conductivity µS/cm

0

1

2

3

4

5

6

7

8

9

2011-03-21T01:00:00+01:00 587.82 6.38 2150.46

2011-03-21T03:00:00+01:00 492.41 6.33 2215.49

2011-03-21T05:00:00+01:00 454.61 6.29 2212.68

2011-03-21T07:00:00+01:00 505.10 6.34 2212.21

2011-03-21T09:00:00+01:00 610.22 6.20 2205.67

2011-03-21T11:00:00+01:00 667.51 6.24 2366.86

2011-03-21T13:00:00+01:00 752.10 6.17 2310.37

2011-03-21T15:00:00+01:00 728.76 6.26 2192.18

2011-03-21T17:00:00+01:00 596.47 6.37 2208.51

2011-03-21T19:00:00+01:00 583.77 6.91 2332.58

Summary statistics. First 8 features (columns).

DateTime

count

mean

min

25%

50%

75%

max

4812

2011-10-09 10:30:13.466334208

2011-03-21 01:00:00

2011-06-29 06:30:00

2011-10-10 12:00:00

2012-01-18 17:30:00

2012-05-02 23:00:00

Insert the time series interval you want to keep. Use ISO 8601 format: YYYY-MM-DD

Filter data set (remove rows and/or columns)

Choose your visualization:

Feature through time Time heatmap

Feature through time: select features to visualize

Volume_aeration m… T C Inflow_conductivit…

Encode one nominal feature with color?

Time heatmap: select quantitative color feature

T C

Time heatmap: select y-axis feature

DateTime

Time heatmap: select color scheme

Sequential Single-Hue

Metaproteomics data
What kind of data set do you want to see?

Raw FASTA files

set_of_78

    ├── 2011-04-11.faa

    ├── 2011-04-18.faa

    ├── 2011-04-19.faa

    ├── 2011-04-20.faa

    ├── 2011-04-21.faa

    ├── 2011-04-25.faa

    ├── 2011-04-26.faa

...

77 files

Calculate additional physico-chemical properties?

Embedded FASTA files First 50 entries and first 8 features (columns).

DateTime dim 0 dim 1 dim 2 dim 3 dim 4

0

1

2

3

4

5

6

7

8

9

2011-04-11T00:00:00+02:00 0.2398 -0.1439 -0.1153 -0.0862 -0.0937

2011-04-18T00:00:00+02:00 0.2658 -0.2534 -0.1226 -0.0375 -0.0567

2011-04-19T00:00:00+02:00 0.2804 -0.3723 -0.0656 -0.0036 -0.0221

2011-04-20T00:00:00+02:00 0.2340 -0.2531 -0.0694 -0.0304 -0.0637

2011-04-21T00:00:00+02:00 0.2084 -0.4014 -0.0994 0.0560 -0.0390

2011-04-25T00:00:00+02:00 0.2503 -0.3449 -0.1021 0.0517 -0.0582

2011-04-26T00:00:00+02:00 0.2408 -0.2993 -0.0929 0.0290 -0.0770

2011-04-27T00:00:00+02:00 0.2655 -0.3195 -0.1078 -0.0027 -0.0734

2011-05-16T00:00:00+02:00 0.1913 -0.0949 -0.1435 -0.1260 -0.1036

2011-05-17T00:00:00+02:00 0.2967 -0.3320 -0.1104 -0.0281 -0.0254

Summary statistics. First 8 features (columns).

DateTime dim 0 dim 1 dim 2 dim 3

count

mean

min

25%

50%

75%

max

std

77 77 77 77 77

2011-09-26 14:38:57.6623375360.2272 -0.2097 -0.1251 -0.0586

2011-04-11 00:00:00 0.1486 -0.4243 -0.2512 -0.2295

2011-07-05 00:00:00 0.1999 -0.3560 -0.1539 -0.1301

2011-10-10 00:00:00 0.2258 -0.2336 -0.1147 -0.0323

2011-12-08 00:00:00 0.2599 -0.0873 -0.0937 0.0168

2012-03-14 00:00:00 0.3025 0.0391 -0.0504 0.0700

nan 0.0358 0.1495 0.0457 0.0914

Choose clustering method:

K-Means

Select a number of clusters for K-Means using the elbow rule:

2 15

3

K-Means| silhouette score: 0.49459740040530364, Calinski-Harabasz index

Choose your visualization:

PCA visualization MDS visualization

Metabolomics data
What kind of data set do you want to see?

Processed data set 2

Uploaded Metabolomics_CASE_STUDY data. First 100 entries.

param date value month

0

1

2

3

4

5

6

7

8

9

1-monopalmitoylglycerol_bnp2011-03-21T00:00:00+01:00 -0.3005 3

1-monopalmitoylglycerol_snp2011-03-21T00:00:00+01:00 -0.3848 3

1-oleoylglycerol_bnp 2011-03-21T00:00:00+01:00 -0.2760 3

1-oleoylglycerol_snp 2011-03-21T00:00:00+01:00 -0.3558 3

2-oleoylglycerol_bnp 2011-03-21T00:00:00+01:00 -0.1973 3

2-oleoylglycerol_snp 2011-03-21T00:00:00+01:00 -0.3373 3

alanine_bp 2011-03-21T00:00:00+01:00 0.0176 3

alanine_sp 2011-03-21T00:00:00+01:00 1.1076 3

aspartic acid_ratio 2011-03-21T00:00:00+01:00 -0.5368 3

BB1_pH_pcparams 2011-03-21T00:00:00+01:00 0.7186 3

Summary statistics

date value month

count

mean

min

25%

50%

75%

max

std

1909 1909 1909

2011-10-15 21:51:45.919329536 0.0267 5.7601

2011-03-21 00:00:00 -2.2783 1

2011-06-17 00:00:00 -0.4563 3

2011-10-12 00:00:00 -0.3141 5

2012-02-08 00:00:00 0.0121 9

2012-05-03 00:00:00 6.3157 12

nan 1.0797 3.2970

Insert the time series interval you want to keep. Use ISO 8601 format: YYYY-MM-DD

Filter data set (remove rows and/or columns)

Choose your visualization:

Time heatmap

Time heatmap: select quantitative color feature

value

Time heatmap: select y-axis feature

param

Time heatmap: select color scheme

Diverging

Metagenomics data
What kind of data set do you want to see?

Depth-of-coverage

MG_Depths

    ├── 2011-03-28.avg

    ├── 2011-04-04.avg

    ├── 2011-04-11.avg

    ├── 2011-04-18.avg

    ├── 2011-04-25.avg

    ├── 2011-05-02.avg

    ├── 2011-05-09.avg

...

51 files

Summary of imported depths First 100 entries.

DateTime Q1 Q3 IQR LowerLimit UpperLimit

0

1

2

3

4

5

6

7

8

9

2011-03-28 1.7457 7.2531 5.5074 0 15.5142

2011-04-04 1.6553 7.3410 5.6856 0 15.8694

2011-04-11 2.7193 7.4542 4.7349 0 14.5565

2011-04-18 2.0979 6.6074 4.5094 0 13.3715

2011-04-25 0 5.8998 5.8998 0 14.7495

2011-05-02 0 5.9838 5.9838 0 14.9594

2011-05-09 0 4.0421 4.0421 0 10.1052

2011-05-16 3.1165 8.2667 5.1502 0 15.9919

2011-05-23 0 6.9514 6.9514 0 17.3785

2011-05-30 0.2359 7.5897 7.3538 0 18.6205

Summary statistics

Q1 Q3 IQR LowerLimit UpperLimit Mean

count

mean

std

min

25%

50%

75%

max

51 51 51 51 51 51

0.9143 6.6659 5.7515 0 15.2932 6.1187

1.0214 0.9098 0.8473 0 1.7879 1.1237

0 4.0421 4.0421 0 10.1052 3.5360

0 6.1100 5.1640 0 14.1851 5.4426

0.7016 6.7181 5.7725 0 15.3075 6.1313

1.9110 7.2558 6.3576 0 16.7936 6.9488

3.1165 8.9707 7.3538 0 18.6205 8.2392

Choose your visualization:

Whisker plot Feature through time

Feature through time: select features to visualize

Mean

Encode one nominal feature with color?

Outliers of imported depths First 100 entries.

DateTime value

0

1

2

3

4

5

6

7

8

9

2011-03-28 20.71430015563965

2011-03-28 21.645000457763672

2011-03-28 19.997699737548828

2011-03-28 20.685199737548828

2011-03-28 30.122299194335938

2011-03-28 58.948699951171875

2011-03-28 78.5114974975586

2011-03-28 186.3300018310547

2011-03-28 170.6510009765625

2011-03-28 181.197998046875

Summary statistics

DateTime value

count

unique

top

freq

1048254 1048254

51 79620

2011-03-28 nan

20554 955069

Choose your visualization:

Choose an option

Download visualization

Figure 4.6: Case study overview, part 2. The second part of the overview is consisted only of the visualization canvas,
with almost all visualization created for the case study.
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(a)

(b)

(c)

Figure 4.7: Relevant physico‐chemical properties of the wastewater sludge. A seasonal pattern is present in the first
figure, while we have more irregular readings in Figure (b) and Figure (c).
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Figure 4.8: A closer inspection of temperature and inflow conductivity of the wastewater sludge. Figure (a) shows
steady values on the upper half of the heatmap and a considerable variation on the lower half. Figure (b) shows a rapid
transition from higher to lower conductivity values. The shift happens roughly after one‐third of the sampling period.
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Figure 4.9: Clustered FASTA embeddings of the metaproteomics data set. Figure (a) used the PCA dimensionality reduc‐
tion technique to visualize embedded data, while Figure (b) used the MDS technique.
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Figure 4.10: Metabolite and physico‐chemical values over time. A major shift of multiple parameters can be clearly
observed around November 2011. Important abbreviation: bnp — intracellular nonpolar metabolites, bp — intracellular
polar metabolites, ratio — metabolite intracellular/extracellular ratio, snp — extracellular nonpolar metabolites, sp — ex‐
tracellular polar metabolites.

Figure 4.11: Metagenomics depth‐of‐coverage over time. A sinusoid wave formed by third quartile and upper limit
values can be observed.
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An algorithmmust be seen to be believed, and the best

way to learn what an algorithm is all about is to try it.

Donald Knuth

5
Technique-Driven Approach
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A
technique-driven approach is an approach that emphasizes the technical aspects and

provides greater efficiency and effectiveness in data analysis and visualization. With a

focused approach to specific techniques and tools, researchers and practitioners gain

a deeper understanding of how they can be applied in various contexts. In addition, a technique-

driven approach streamlines the data analysis and visualization process. Researchers and practition-

ers can use well-established techniques and tools, eliminating the need to “reinvent the wheel” and

allowing them to concentrate on applying these tools to their own data sets or algorithms. How-

ever, even if there is a need for the invention of a newmethod, the process of classifying the proposed

method within the framework of project design is much more streamlined than in problem-driven

work. Yet, this requires a significant experience in other fields to find the proper context in which to

use the newly-developed method.

The classic example of a technique-driven approach for analysis is the problem of conic sections.

Their study began with the ancient Greeks, who explored them from a purely mathematical view-

point with little practical application. But the research about them eventually turned out to explain

planetary orbits in Newtonian physics (2000 years later). Another example, which we will describe in

more detail, presents an expansion of a different direction of a problem-driven approach Euler used

to prove to the people of Königsberg in 1735 that it is impossible to traverse all seven bridges just

once and in one trip.

As mentioned in Chapter 2, where the original problem was explored, by solving the aforemen-

tioned problem, Euler invented a newmathematical subfield called topology *. For most of the time

since its invention, topology was considered and researched as a part of pure mathematics. Its con-

cepts, like 5-dimensional holes in 11-dimensional spaces, seemed too abstract for real-life applica-

tions. Yet, this started to change in the late 19th century with rapid advancements in sensory tech-

nologies and computational power [268]. Due to being agnostic to distance, topology is increasingly

applied in various fields, such as computer science (e.g., quantum computing [179]), biomedicine (e.g.,

*The name of the field was first coined in 1847 by Johann Benedict Listing [190]. The German mathemati-
cian also created the term geoid, which describes the geometric surface of the planet Earth [189].
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protein folding [106], evolutionary biology [291]), robotics [102], etc. The two examples of technique-

driven approach for the analysis described above are not isolated cases. A plethora of mathematical

and physical methods were discovered or constructed without any application in mind. More exam-

ples can be found in Peter Rowlett’s “Seven Tales” [268], which perfectly illustrates that theoretical

work often leads to practical applications, though the process may take centuries.

The study presented in Chapter 6 covers a published study that uses technique-driven approach

to analysis. It implements and evaluates an encoding algorithm used to abstract organic molecules

into machine-readable language. By traversing their carbon chain, each molecule can be encoded in

four different representations— binary, discretized, and their image equivalents. The resulting algo-

rithm was then evaluated using forty-nine encodings of twenty-nine data sets from various biomedi-

cal subfields.

This study aimed to enhance existing molecular fingerprinting algorithms through improved

flexibility, versatility, and applicability to modern requirements. Major improvements included the

capacity to encode any organic molecule, transformmolecules into images, and adjust the algorithm

to individual use cases. The evaluation of the algorithm also presents its application to specific prob-

lems in biomedicine.

N
umerous examples showcase the use of technique-driven work in visualization re-

search. Moreover, some of them also combine analytical approaches to high dimen-

sionality (see Section 1.1.2). For instance, system DimStiller [158], and algorithms

Glimmer [156] and Q-SNE [157] by Ingram et al. demonstrate the mixture of dimensionality reduc-

tion and visualization methods motivated by the need to improve their interconnection further. In

addition, works by Renoust et al. [257] and Archambault et al. [15] explore the interconnection be-

tween graph algorithms and their visualization, while Munzner et al. [223] and Liu et al. [193] explore

similarly an interplay of analysis and visualization in the specific case of graphs known as trees †.

Chapter 7 discusses a study that employs a technique-driven approach to visualization. The rest

†A tree is a graph type consisting of nodes and edges connecting them. The child nodes of each node are
the ones that have an incoming edge from the parent node, except for the root node with no incoming edges.

83



of this chapter is dedicated to introducing this study in the context of its approach and describing

the mechanisms used to develop, implement, and evaluate it.

Model comparison is an essential tool in various fields of study, including climatology, biomedicine,

and machine learning. By comparing the performance of different models, researchers can choose

the most accurate one for a specific task. This can lead to better predictions and decisions, thus

advancing our understanding of the world around us. Chapter 7 discusses a Python library that

is domain-agnostic and can be used to assess models against actual data. The library named polar-

diagrams utilizes second-order statistics with information theory to create two polar diagrams— the

Taylor Diagram (TD) and the Mutual Information Diagram (MID).

The incentive to create a library started with the desire to improve existing implementations of

the TD further while also providing the first open-source implementation of the MID. The library

employs state-of-the-art algorithms for calculating entropy and mutual information while also pro-

viding an interactive resulting diagram that could be exported in various publication-ready formats.

The existing visual encoding idioms of these types of charts are further improved by allowing users

to visualize two versions of the same model simultaneously (by utilizing marker borders as a prop-

erty for making a distinction) and one scalar property of each model (by utilizing concentric circles

around markers whose size depicts the scalar value). Finally, the library was evaluated using data sets

from biomedicine, climatology, and machine learning, thus demonstrating its application to various

domain-specific problems.

Besides the mentioned advantages of a technique-driven approach, one major challenge exists.

Researchers developing new algorithms, visual encoding, or interactive idioms can easily become too

focused on the technical aspects of data analysis and visualization and lose sight of the bigger pic-

ture. It is important to remember that data analysis and visualization are ultimately about generating

insights and understanding. The technical aspects of these processes are only a means to that end.
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Organic Molecules in High-Dimensional

Spaces
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6.1 Preface

A
technique-driven approach is essential for identifying the best machine encodings of

organic molecules. These encodings facilitate distance and similarity measurements

necessary for similarity search or virtual-screening tasks. To achieve this, fingerprint-

ing algorithms can be used to encode the molecules. Therefore, finding new ways to abstract organic
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molecules into machine-readable format is crucial for developing new treatments. With a focus on

carbon-based multilevel atomic neighborhoods, a walk along the carbon chain of a molecule can be

implemented to compute different representations of the neighborhoods in a binary or numerical

array that can later be exported into an image. The resulting molecular encodings can then be evalu-

ated using machine learning models against various biomedical data sets. By adopting a domain- and

task-agnostic approach, this parametric technique can encode all organic molecules, including un-

natural and exotic amino acids and cyclic peptides. The potential for applications and extensions of

this approach has been further discussed and corroborated using the peptide classification problem.

6.2 Introduction

C
omputational approaches to molecular analysis support a range of biologically ori-

ented applications and tasks that are facilitated by the similar property principle [166].

Tasks range from but are not limited to identifying the interactions between drugs

and target proteins, to revealing quantitative relationships between structural properties of chemical

compounds and biological activities, to screening a handful of membrane proteins for drug deliv-

ery [19,46,77,226]. The similarity principle states that similar molecules will also tend to exhibit similar

biophysical properties. For example, the virtual screening task is primarily used in drug discovery and

allows researchers to find candidate treatments for Alzheimer’s disease or HIV [91,246,330]. Virtual

screening is carried out by calculating similarity measures of compounds in a database to a refer-

ence compound. Using a similarity search, compounds are ranked in descending order and manual

screening is performed on the highest ranked compounds [339]. Yet to support the growing number

of machine-related tasks, the structure of a molecule must be encoded to a machine-readable for-

mat. Indeed, certain structural information may be represented as a numeric feature by means of

mapping a large data item to a much shorter bit string. In this context, different types of molecu-

lar fingerprints have been proposed: Substructure key-based such as MACCS [46], topological like

FP2 OpenBabel [229], circular like MNA [104], pharmacophore, and hybrid. This process leads to a
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Figure 6.1: Example workflow of the encoding pipeline for a given molecule. C: Carbon. Corey‐Pauling‐Koltun Dis‐
cretization: CPK Discret.

molecular fingerprint, which uniquely identifies each molecule through data encoding.

Given such a fingerprint, we can abstract task-specific information at different levels, from the

atom, to the neighborhood of an atom, to the amino acid of a protein or even to the base of a DNA

molecule. Thanks to this process of abstraction, various biological and chemical aspects may be char-

acterized, similarities and differences may be noted. In the similarity searching example, distances

such as Tanimoto or Dice coefficients are calculated between the fingerprint of a certain molecule

and its reference during the search [19,233]. Besides previously mentioned measures, researchers have

examined many other distance measures and investigated their limitations (e.g., Manhattan, So-

ergel) [119,258]. Machine learning (ML) has been used in various domain applications (e.g., for pre-

dictions, clustering, etc.). Different molecular properties can be used as input for training of ML

models in order to achieve the best prediction performance. Different molecular properties will have

different descriptive power for the source molecule. The molecular properties selected can define the

similarity or dissimilarity between molecules. Our proposed approach starts from the question of

whether neighborhoods are sufficiently descriptive to characterize organic molecules.

With various bioinformatics tools implementing different types of molecular fingerprints and fin-

gerprinting algorithms [274,289,290], there is an immediate need for adaptable molecular approaches

that could accommodate different tasks and specific user needs while respecting different domain

standards. That is to say, parametric approaches where users can select and change the values of dif-

ferent parameters, thus adjusting the encoding method according to the, e.g., task, domain, or ML

model. In this work, we present a parametric approach to molecular encodings that we apply to the
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specific task of peptide classification. The idea is to correctly classify peptides that possess certain

features. The concept of depending on the neighborhood hierarchy has not, to our knowledge and

despite the existence of several fingerprinting algorithms, been considered.

To implement this concept, we depend on the element carbon (C) to produce various encodings.

As the centerpiece of organic life, C is ubiquitous and very good at forming large and stable chains

of various organic molecules. Inspired by its central role, we introduce a parametric approach to

molecular encodings of carbon-based multilevel atomic neighborhoods as an open source standalone

executable and a GitHub source repository; namely cmangoes. It takes as input positional and op-

tional arguments allowing the creation of user-defined molecular encodings. The former include a

path to one or more molecular sequences, the type of encoding (binary or discretized), and a padding

parameter (centered or offset). The latter include, but are not limited to, a parameter for the upper

limit of neighborhood levels to be considered, and whether or not images are required.

This parametric approach paves the way for further efforts to tailor molecular encodings to spe-

cific user requirements while taking into account the parameter space of fingerprinting algorithms.

Furthermore, since its implementation follows domain-specific standards, the parametric approach

can be adopted to address different tasks in a variety of domains. In the following, we introduce the

methodology of the proposed parametric approach and showcase its usefulness for the example task

of peptide classification via an evaluation on twenty-nine data sets and a comparison to forty-five

encodings in the biomedical domain.

6.3 Materials andMethods

T
he presented work takes into account the ubiquity of the carbon element and its central

role in holding together the structure of organic molecules and organizing their neigh-

borhoods. The parametric approach encodes the neighborhoods around the carbon

chain of a molecule in multiple levels. Various design considerations are followed to meet established

domain standards and create compatible encodings for common similarity measures and distances.
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This section describes the parametric approach, design considerations of the underlying algorithm

to fit the domain specificity of molecular fingerprinting, the data sets used, and the evaluation of the

parametric approach: peptide classification and benchmark.

6.3.1 The parametric approach

The parametric approach handles the input data, generates intermediate data representations as a

graph, traverses it to record the relevant neighborhoods according to user-specified parameters, trans-

forms the recorded features to their final output format, and generates the corresponding represen-

tations. The walk along the carbon chain iteratively lists the neighboring atoms of each visited atom.

The neighborhood of an atom is defined by the neighbors found by direct short paths around it. Fig-

ure 6.2 depicts a visual example. The hierarchies are multiple levels of an atom’s neighborhood and

are defined hierarchically based on their proximity to the carbon chain. By incorporating hierarchies

into the encoding, molecules of varying lengths containing different substructures can be appro-

priately represented. An implementation of this approach is provided as a Python package for easy

reproducibility. The core development of the algorithm was performed using Python programming

language, version 3.8.5 [230,323]. The chosen language offers high compatibility with existing compu-

tational approaches commonly used in bioinformatics and cheminformatics. All core-related depen-

dencies are listed on the official GitHub page. The package accepts FASTA or SMILES file format

specifications and follows a seven-step encoding pipeline. Figure 6.1 depicts an example workflow

diagram for an input molecule as a SMILES string.

The first step consists of parsing and processing the input data, given in one of the two available

formats. To ensure all atoms of a given molecule are present for all following steps of the parametric

algorithm, hydrogen atoms (H) are added upon data import.

Second, an intermediary molecular graph data structure is employed to efficiently traverse the

carbon chain and to record the relevant neighborhoods. To generate the molecular graph, the input

data is parsed into an adjacency matrix which is then transformed into a graph. To create a robust
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and deterministic encoding, all atoms of a given molecule are represented by nodes in the molecular

graph and are numbered with a unique identifier. Each node in the molecular graph stores the type

of element they represent using its element symbol from the periodic table. The element labels are

required in subsequent steps to generate the feature vectors. To avoid redundancy, the edges of the

molecular graph do not store any additional information aside from the nodes they connect, i.e., an

unweighted graph.

Third, to aid the identification of the optimal depth, the molecular graph may be visualized.

When a data set is used, users select the molecule of their choice in the data set and its intermediary

graph is rendered.

Fourth, the walk along the carbon chain corresponds to an iteration over a numbered list of car-

bon atoms. This list is created by only retaining the nodes that correspond to the carbon element

symbol (C). Each carbon node is included exactly once. The filtered nodes are then sorted in ascend-

ing order by their unique node identifier. The immediate neighbors include all nodes connected

directly by an edge to the respective carbon node. Aside from the immediate neighbors, additional

hierarchy levels of a neighborhood can be saved. Figure 6.2 shows an illustrative iteration for the

example phenol molecule.

Fifth, neighborhoods along the previously mentioned walk are saved. The additional hierarchy

levels are defined as the immediate neighbors of all nodes belonging to the previous level. For in-

stance, the second-level hierarchy includes all nodes with a direct connection to any node from the

first-level hierarchy. To avoid redundancy in the encoded information, an additional filter is applied

when recording more than one hierarchy. Since neighborhoods are recorded as part of the main iter-

ation, this filter excludes nodes containing carbon atoms. The number of recorded hierarchies can be

set using the level parameter. The data structure used for saving the neighborhoods is a dictionary.

Only the element symbols belonging to the neighborhood’s nodes are saved. The list of element

symbols is, by nature of the iteration, automatically sorted according to the unique node identifiers.

This ensures that the feature vectors are deterministic across multiple runs of the encoding. To sim-
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CCC000 CCC111 CCC222 CCC333 CCC444 CCC555

C C C C C C
C C C C C C
H H H O H H
C C C C C C
- - - H - -

Table 6.1: The structural formula of the phenol molecule and its recorded neighborhoods using one‐ and two‐level
hierarchies. Phenol or C6H6O has the SMILES specification: C1=CC=C(C=C1)O. Canonical SMILES: Oc1ccccc1. C0 is
located at the bottom of the cycle. C3 is at the top and is connected to the Oxygen O element.

plify subsequent steps of the algorithm and feature-based operations, such as transformation, the

dictionary is transformed to a data frame. Table 6.1 reports the resulting hierarchies for the example

phenol molecule.

Sixth, feature transformation (binary and discretization) is applied on the hierarchies. Feature

transformation enables numeric operations and image generation of the resulting encodings. In the

example of the binary encoding, the feature vectors are represented as bit strings, 0 and 1 encode the

absence or presence of an atom in the respective neighborhood. The resulting categorical data frame

may include missing values depending on the structure of the encoded compound. This can occur

when recording more than one hierarchical level, as shown above, when carbon nodes are excluded.

To preserve the integrity of the overall data structure and avoid the occurrence of an uneven number

of atoms recorded in neighborhoods along the carbon chain, the data frame is automatically filled

with missing values in the relevant positions. Since the value 0 represents the absence of information,

this procedure does not distort the resulting feature vector.

Seventh, the numerical encodings in the image space follow either a 1-bit coding or the Corey

Pauling Koltun color coding (CPK). This optional step exports images with either binary or dis-

cretized encodings [135]. Table 6.2 and table 6.3 show the resulting output after feature transforma-

tion for the example phenol molecule. Figure 6.3 depicts the image representations of the resulting

transformations.
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Figure 6.2: Visual demonstration of a computation for two‐level hierarchies of the phenol molecule (C6H6O). Each figure
corresponds to one iteration along the carbon chain. (Left) The algorithm reaches the highlighted carbon atom C at an
example iteration. (Center) It records the first‐level hierarchy: C,C,O. (Right) Then, the second‐level hierarchy: C,H. The
resulting hierarchy is C,C,O,C,H. The algorithm iterates onto the next carbon atom.

CCC000CCC CCC000HHH CCC111CCC CCC111HHH CCC222CCC CCC222HHH CCC333CCC CCC333HHH CCC333OOO CCC444CCC CCC444HHH CCC555CCC CCC555HHH

1 0 1 0 1 0 1 0 0 1 0 1 0
1 0 1 0 1 0 1 0 0 1 0 1 0
0 1 0 1 0 1 0 0 1 0 1 0 1
1 0 1 0 1 0 1 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 0 0 0 0

Table 6.2: Recorded neighborhoods of the phenol molecule using one‐ and two‐level hierarchies after binary transforma‐
tion. To enable distance‐based, similarity searching and machine learning tasks, the categorical encoding is transformed
using dummy encoding.

CCC000CCC CCC000HHH CCC111CCC CCC111HHH CCC222CCC CCC222HHH CCC333CCC CCC333HHH CCC333OOO CCC444CCC CCC444HHH CCC555CCC CCC555HHH

3 0 3 0 3 0 3 0 0 3 0 3 0
3 0 3 0 3 0 3 0 0 3 0 3 0
0 2 0 2 0 2 0 0 5 0 2 0 2
3 0 3 0 3 0 3 0 0 3 0 3 0
0 0 0 0 0 0 0 2 0 0 0 0 0

Table 6.3: Recorded neighborhoods for the phenol molecule using one‐ and two‐level hierarchies after CPK‐based
discretization. The parametric approach transforms the features to integers ranging from 0 to 16 as per the CPK coloring
system.
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Figure 6.3: Image representations of the encoding for the phenol molecule. (Left) Binary encoding. (Right) CPK‐color
encoding. The images are created based on the feature vectors found in Table 6.2 and Table 6.3, respectively.

6.3.2 Domain-specific standards

The created feature vectors are domain- and task-agnostic. That is to say, they are compatible with

various domain-specific tasks such as database querying or virtual screening [19,46].

In the special case of cyclic molecules, for example aromatic cycles in proteins or cyclic peptides,

the unique node identifiers and the sorted filtered list permit the algorithm to bypass cyclical sub-

structures. In turn, this expands the application scope of the proposed approach to include cyclic

molecules; such as cyclic peptides often used in therapeutics [297]. Table 6.1 reports the resulting hier-

archies. Figure 6.2 shows an example iteration for the phenol molecule.

The image representations complement the mathematical feature vectors to provide an accessible

way to understand the resulting encodings and enable additional operations in the image space [175].

Figure 6.3 depicts the image representations of the resulting transformations for the phenol molecule.

To avoid dimensional mismatches in the output feature vector and avoid bit collision for different

molecule sizes, a padding step is included in the encoding pipeline when applying the encoding to

more than one molecule. It includes two padding strategies to either offset (top-left shift) or center
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the image representation by introducing new empty pixels around the edges of an image.

6.3.3 Data sets

Twenty-nine data sets comprising peptides and small proteins from various biomedical domains

are employed. These include immuno-modulatory and cell-penetrating peptides, but also peptides

specifically targeting cancer, fungi, microbes, tuberculosis and viruses. Figure 6.4 lists all the data sets

included in this work and reports their class imbalance or imbalance ratio for the evaluation. The

properties encoded in the target vectors are represented by ones and zeros, corresponding to the pres-

ence or absence of the relevant property, respectively. For example, six data sets are cell-penetrating

peptides. Used in research and medicine, they are also known as protein transduction domains and

carry a variety of cargoes across the cellular membranes in an intact and functional form [307]. The

property encoded in the target vector is whether or not the peptide is cell-penetrating.

6.3.4 Peptide Classification

To evaluate the parametric approach, we adopt the task of peptide classification and rely on the state-

of-the-art tool PEPTIDE REACToR [290]. We run a high-throughput comparison of forty-nine encod-

ings on the aforementioned data sets [289]. Based on this work, the Random Forest classifier is used

with default parameters as the MLmodel to address the task of peptide classification. For repro-

ducibility, the complete study details, such as hyperparameter values, data set split sizes, etc., are taken

from PEPTIDE REACToR.

To ascertain whether the class-imbalance and the data set size has an effect on the prediction qual-

ity, both the class distribution of the respective target vectors and the number of observations con-

tained in each data set vary.

To minimize bias based on the data set choice, the twenty-nine data sets are encoded with four

different encodings with the parametric approach. They comprise the first- and second-level hierar-

chies, with a centered or shifted (offset) padding and are binary or discretized, respectively.
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The evaluation is carried out by adding the four encodings to the aforementioned tool. This totals

forty-nine encodings. The effective comparison of the classification results relies on the F β Score

metric with β = 1. It corresponds to the weighted harmonic mean of precision and recall, reaching

its optimal value at 1 and its worst value at 0.

The evaluation of the peptide classification task comprises training 1,421MLmodels which result

from forty-nine encodings applied to twenty-nine data sets. The evaluation was carried out using

cloud computing. We relied on the de.NBI Cloud within the German Network for Bioinformatics

Infrastructure.

6.3.5 Benchmark

To report the performance results of the proposed parameter approach, it is benchmarked as a finger-

printing algorithm. We consider two parameters for benchmarking the creation of an encoding: the

elapsed time in seconds and the amount of encoded data in bytes. Benchmarking is performed for all

four encodings on all data sets. For each encoding, six runs are performed and benchmarked.

Benchmarking is conducted using multi-threading on a Linux machine. Kernel: 5.17.5-76051705-

generic, CPU: Intel i7-10700 (16) @ 2.90GHz (Turbo 4.90GHz), Thread(s) per core: 2, Core(s) per

socket: 8, Memory: 16 GB.

6.4 Results

T
he parametric approach provided a simplified set of parameters to adapt the encod-

ing step to user-specific needs. It is available as a standalone Linux executable and the

source code GitHub repository to create encodings, explore their parameter space, and

generate hypotheses and designML experiments.

By relying on the F 1 Score, we found that the four encodings were consistently providing equiv-

alent results with marginal differences. By conducting a One-Way ANOVA test, we did not find sta-

tistically significant differences among the four encodings. At p < 0.05 and three degrees of freedom
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(df) between-groups and 112 df within-groups, the F-statistic value was 0.084 and the p-value was

0.969. While the F-statistic informed us whether there is an overall difference between the sample

mean, the Tukey’s range test or Tukey HSD allowed us to determine that there is no significant dif-

ference between the various pairs of means. In other words, we found that there is no significant dif-

ference in performance if the user chooses a binary or discretized encoding type, and in the padding

strategy (center or shifted) for the peptide classification task. Results of the Tukey HSD are reported

in Table 6.4.

Pairwise Comparisons HSD.05 = 0.098
HSD.01 = 0.119

Q.05 = 3.688
Q.01 = 4.504

E1:E2 M1 = 0.62
M2 = 0.62 0.00 Q = 0.08 (p = .99993)

E1:E3 M1 = 0.62
M3 = 0.63 0.01 Q = 0.52 (p = .98262)

E1:E4 M1 = 0.62
M4 = 0.63 0.01 Q = 0.36 (p = .99430)

E2:E3 M2 = 0.62
M3 = 0.63 0.02 Q = 0.61 (p = .97347)

E2:E4 M2 = 0.62
M4 = 0.63 0.01 Q = 0.44 (p = .98948)

E3:E4 M3 = 0.63
M4 = 0.63 0.00 Q = 0.17 (p = .99942)

Table 6.4: Tukey’s range test results. E1, E2, E3, E4 are the four encodings bin_cen, bin_shi, dis_cen, dis_shi,
respectively. M1 to M4 are the means of each encoding group results of the F1 Score. Q refers to the fact that Tukey’s
range test is based on a studentized range distribution (q).

The evaluation of the classification task showed that the first- and second-level hierarchies carry

enough information to reach acceptable and good classification results. However, the results are

fairly sparse across the different data sets and follows the general trend of other existing encodings. A

complete overview of the evaluation results using the F 1 score are reported in Figure 6.4. A Jupyter

Notebook (Code/visualize.ipynb) is made available on GitHub to reproduce all figures and pro-

vide interactive visualizations.

The benchmarking of the parametric approach permitted us to report its performance on differ-
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Figure 6.4: Evaluation results of the peptide classification task. The four encodings obtained using the parametric
approach are shown on the left versus the 45 sequence‐ and structure‐based encodings. Results are sorted by class
imbalance and encoding type. Color coding corresponds to the maximum F1 Score of the bootstrapped medians for a
group. The abscissa is organized by sequence‐ and structure‐based encodings. The ordinate is sorted by class imbalance
(cut‐off 0.35). Groups are separated by white bars.

ent data sets. Benchmarking results are visualized and complemented with the imbalance ratio of

the twenty-nine data sets in Figure 6.5. Overall, the elapsed time (s) shows a linear dependency with

the data set size (bytes). Our results indicate that a data size of 1 MB required 2245 median seconds.

That is to say, the encoding of 1 byte requires 2.141 median ms.

6.5 Discussion

F
irst, further computational improvements can be made for both the parametric ap-

proach and the evaluation pipeline. On one hand, very large data sets can be batched

encoded and as such parallel processing of the input molecules is relevant. On the

other hand, the large number of training iterations makes computational optimizations especially

important. Although we rely on two-dimensional multilevel neighborhoods alone, this work pro-
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data (byte), and the imbalance ratio of the data set.

99



vides a proof of concept and the evaluation of other fingerprinting algorithms for binary classifica-

tion should be considered, as reported in previous work [290]. Both sequence and structure encodings

were included in the evaluation. Indeed, our results can be directly compared to the classification re-

sults reported in the PEPTIDE REACToR tool. We hope this effort enables a fair and direct comparison

across encodings and data sets.

Second, compared to results reported in the related work, our results were found to be consis-

tent which made the parametric approach a dependable one. Results using the F 1 score showed

an acceptable to good separation of the two classes, i.e., robustness. In the example of the six cell-

penetrating peptides data sets (cpp), it is important to note that in the majority of the original works,

both the accuracy and the Matthews Correlation Coefficient (MCC) performance metrics were used

and this is in discordance with good practices for binary classification. The AUC usually provides

robustness of the resulting classifier and is more discriminative than the MCC, while the accuracy

is the measure of the closeness to a specific value and the AUC is the measure across all the possible

thresholds [41,127,188]. We chose the F 1 score because it is applicable to any particular point on the

ROC curve. While the AUC is the area under the ROC curve, the F 1 score is a measure of precision

and recall at a particular threshold value. To maximize this score, both precision and recall must be

high. In this ideal case, the model returns many results, all correctly labeled.

Third, we found no significant difference in performance if the user chooses a binary or dis-

cretized encoding type as well as in the padding strategy (center or shifted). This may imply that

the strongest signal comes from the main positional parameter: the levels to be considered. Although

other explanations are possible such as the domain of peptides or the length of a molecule, results

portray the robustness of the parametric approach. In this case, the different possible combinations

of the feature vector representation (via the optional parameters) did not affect the classification re-

sults. In addition, we have discovered that employing only the first or second level leads to subpar

performance, albeit this is not covered in this study. In fact, this point has not been addressed be-

cause looking at just one level contradicts the logic behind the parametric approach methodology.
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Fourth, the image representation of the resulting encodings constitutes an interesting research

starting point. It opens up a new space of representation by using the image domain. For example,

convolutional neural networks may be used for the same task of classification yet by relying on the

images of the resulting encodings. Since such neural networks convolve learned features with input

data, and use two-dimensional convolutional layers, their architecture is suited to processing two-

dimensional data, such as images. Such methodology would eliminate the need for manual feature

extraction required to classify the images.

Fifth, the molecular complexity field is noteworthy. It provides fundamental concepts that un-

derly current fragment-based lead discovery. It considers the general index of molecular complexity,

where features that make a molecule more or less complex are taken into account [79,140]. For exam-

ple, size, symmetry, branching, rings, multiple bonds and heterogeneity in the atoms. Such con-

cepts have been used in various application domains such as chromatography analysis and synthesis

pathways. It would be very useful to rely on such features to improve the proposed approach and

introduce further parameters such as symmetry, the presence of a cycle, or even the distances among

atoms. Such additions may be made at the second step of the parametric approach to enrich the re-

sulting encodings, increase the user-settable parameters, and further vary the resulting performance

of an encoding for a specific task or domain.

Sixth, although this parametric approach proved useful for cell-penetrating peptides and achieved

acceptable classification results for different data sets, it is important to extend its usage to include

larger molecules and more heterogeneous data sets such as membrane proteins [60,133]. For compa-

rability, we successfully evaluated additional data sets, including imbalanced and large data sets that

broadened the application scope. Furthermore, it would be valuable to consider correlation results

among varying encodings. This could open up the way to build upon the parametric approach and

bypass computationally demanding algorithms and move directly to the design of ML experiments.

Seventh, by default the parametric approach produces very sparse encodings. This is especially

the case when the encodings are padded or centered. Hence, it is important to develop specialized
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methods to address sparsity and evaluate its effects. This relates to the problem of representation and

has potential links to data compression. Further considerations are warranted for a more faithful

space of representation so to reduce the data and preserve its relevant structure.

Eighth, this work started with the question of whether atomic neighborhoods are descriptive

enough to characterize organic molecules. Although this is a naive question, it is related to the basic

idea that the neighborhoods created by the carbon atom are not only important but may be suffi-

cient to obtain good classification results. To potentially achieve very good or perfect classification

results, the parametric approach can be complemented by the molecular complexity concepts men-

tioned above. Moreover, the first version of the parametric approach cannot handle other atoms than

the carbon atom as the backbone of a molecule. However, heterocyclic compounds can be encoded

and the bonds between the different atoms are respected.

Ninth, although the parametric approach is focused on organic compounds or molecules, it is

possible to adapt the underlying algorithm to create multilevel atomic neighborhoods of molecules

that lack C-H bonds. That is, considering inorganic polymers whose backbone structure does not

include carbon atoms, further expanding the application domains and tasks for which the parametric

approach could be used.

Tenth and last, evaluating all models using good practices in ML is a standard approach to opti-

mize the prediction performance of the models. Since the parametric approach provides a parameter

space, researchers may also move upstream and consider a sensitivity analysis to better fine-tune re-

sulting MLmodels. Moreover, geometrical deep learning tools, like graph neural networks (GNNs),

could be incorporated to further improve the overall ML aspect. This method would exploit the un-

derlying machine representation of molecules using graphs (i.e., adjacency matrices). Work in this

direction is already underway and can be seen in [112,338].
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6.6 Conclusion

T
he presented parametric approach is created as an easy-to-use and easy-to-install so-

lution that includes the necessary operations to create custommultilevel encodings

of molecular data. Results for the binary peptide classification task were produced

by using the PEPTIDE REACToR tool. The F 1 Score reached 0.86 even with a class imbalance of 0.76

and 0.77. The best performance reached 0.93 for the antimicrobial activity prediction in Cysteine-

Stabilized peptides (data set: amp_csamp) [247]. Moreover, the performance evaluation showed that

the first two-level hierarchies carry the most meaningful information for the classification task. Over-

all, the classification results of the four encodings were consistent with and comparable to the general

trend of the state-of-the-art results. Benchmark results indicated that the parametric approach is not

computationally intensive and linearly increases with the data set size. Since fingerprint representa-

tions decrease computational expenses and enable rapid comparison of different molecules, future

work could extend the application of this approach beyond the task of binary classification and pep-

tides. Unlike other fingerprinting algorithms and methods, the intermediate graph data structure

makes the parametric approach versatile and permits the usage of organic molecules such as unnatu-

ral and exotic amino acids and cyclic peptides. Moreover, we foresee that the proposed work will be

a valuable tool to complement and enhance current molecular fingerprinting algorithms and offer

further insights into the parameters and the use of hierarchies and their potential combination.
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The greatest value of a picture is when it forces us to notice

what we never expected to see.

JohnWilder Tukey

7
Polar Diagrams for Multi-Dimensional

Model Comparison in Complex Systems
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7.1 Preface

E
valuating the performance of complex models in various domains, such as biology,

medicine, climatology, and machine learning, is a challenging task. Using traditional

methods for evaluating these models often involves presenting multi-model evalua-

tion scores in a table, which can create difficulties in determining the order of model performance

and the similarities between models. The development of juxtaposed Taylor andMutual Informa-

tion Diagrams provides a valuable tool for tracking and summarizing the performance of a single

model or a collection of different models. These diagrams enable users to determine linear and non-

linear relationships between models and are helpful for quickly evaluating model performance. A
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technique-driven approach is particularly critical for creating a library that supports both contin-

uous and categorical attributes and enables users to visualize, track, and summarize model perfor-

mance. Embracing this approach detaches the problem from domain-specific limitations, allowing

for enhancements in existing algorithms, encodings, and idioms. As a result, the effectiveness and

efficiency of both Taylor andMutual Information Diagrams are heightened, while also enabling

exploration of new domain applications previously unexplored. Leveraging the capabilities of this li-

brary facilitates the efficient evaluation of complex models in diverse domains, ultimately facilitating

the identification of the optimal model for specific problems.

7.2 Introduction

O
ne of the last steps of any simulation or predictive analytics experiment is to determine

the effectiveness of the used models and find the one that best explains the observed

phenomenon. The visual comparison of one or two complex models containing mul-

tiple variables (dimensions) becomes impractical and often impossible when the number of dimen-

sions exceeds three [29,54]. However, those models are standard in meteorological, medical, biological,

and other similar domains. When considering more than two complex models, determining which

model is the best becomes unachievable. Although we provide an in-depth examination of model

interpretation in Section 7.5, it is imperative to note that any n-dimensional numerical vector is con-

sidered a model — hence the definition of a model is not restricted to a specific context within this

paper.

To address the task of determining the best model, a quantification of the models’ quality is re-

quired. The related work relies on the observed data by calculating summary statistics or other types

of measures (attributes). To present such attributes and statistics, visualization is needed. By visu-

alizing and representing each model in 2-dimensional (2-D) or 3-dimensional (3-D) plots, reduc-

ing the dimensionality of the data is an intrinsic part of the process. Commonly used visualization

plot solutions typically rely on scatter plots and heatmaps. Both plot types can be seen in Figure 7.1.

107



However, these two plot types only allow pairwise comparisons [213,355]. A possible solution is a scat-

terplot matrix, which is an arrangement of scatter plots organized in a grid or matrix to visualize bi-

variate relationships among variable combinations. The matrix includes multiple scatter plots, each

of which illustrates the relationship between a pair of variables, enabling the examination of several

relationships within a single chart. While scatterplot matrix charts are useful for understanding bi-

variate relationships between multiple variables, they do have limitations. First, they can get cluttered

with a large number of variables, making it difficult to distinguish individual plots and trends. Sec-

ond, outliers can skew the distribution and make it challenging to visualize correlations accurately.

Third, it can be difficult to identify cause-and-effect relationships and additional analysis may be re-

quired to understand how variables relate to each other [295,333]. As indicated by Figure 7.2, the first

drawback becomes evident even with three variables. Alternatively, the parallel coordinates plot is a

solution to multivariate analysis where attributes are represented as parallel vertical axes scaled within

their data range, as demonstrated in Figure 7.3. However, visual cluttering in this plot type can pose

a significant problem for the exploration of relationships between the neighboring axes. Ordering

of the axes and visual clutter are limiting factors. This problem has been extensively explored in the

past [16,29,152,196,240]. For these plot types, the task of visually comparing large corpora of models be-

comes intractable. This defines a bottleneck for high-dimensional models’ comparison.

Over the last years, many model-comparison visualization solutions have been developed, yet a

majority of them are domain-specific and cannot be translated for use in other fields. One example of

a domain-specific visualization tool in the field of Machine Learning (ML) by Zhou et al. [356] uses a

radial-structure approach, which allows for the comparison of MLmodels with different numbers of

features. While this approach is indeed a viable solution for MLmodels, it is limited by its domain-

specificity and the lack of open-source code, preventing its use in other domains. Another example

of a domain-specific visualization tool in the field of ML by Talbot et al. [303] is EnsembleMatrix,

an interactive visualization tool that provides a graphical view of confusion matrices to assess ML

classifier models. Unfortunately, this visualization solution is heavily domain-specific and cannot be
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Figure 7.1: Traditional visualization approaches for pairwise comparison. Scatter plot (left) and heatmap chart (right)
visualizing the relationship and confusion matrix between Ground_Truth and KNN model trained and evaluated on the
Glass [100] data set.

translated for use in other fields. In the field of climatology, besides the Taylor andMutual Informa-

tion diagrams, Yatkin et al. [347] developed a modified Target Diagram to evaluate the performance of

low-cost sensors for air quality monitoring. However, this visualization approach is complicated and

requires a level of expertise and extensive training to interpret, making it unsuitable for use in ML or

biomedical domains. The limitations of domain-specific visualization methods highlight the need for

more generalized techniques that can be applied across different fields.

Previously mentioned limitations were addressed with the publication of the Taylor Diagram [306],

which was initially developed for the assessment of climate models. This polar chart efficiently sum-

marizes the model effectiveness according to the observation using three statistical measures: stan-

dard deviation, Pearson’s correlation coefficient, and centered root mean squared (CRMS) differ-

ence or error. However, even though it uses both first- and second-order statistics, the Taylor Dia-

gram cannot capture nonlinear dependencies between models (see Section 7.3.1). Furthermore, if

two models are relatively similar but one or both produce outliers, the correlation between themmay

be low and, in turn, wrongly depict more significant dissimilarity between them.

109



TheMutual Information Diagram (MID) [71] addresses both issues using information theory.

Instead of relying on statistical measures to summarize the models’ performance as in the Taylor Di-

agram, the MID uses entropy, scaled mutual information (SMI), and variation of information (VI).

Alternatively, a variant of the diagram incorporates square root of entropy, normalized mutual in-

formation (NMI), and the square root of variation of information (RVI). Contrary to the Taylor

Diagram, the MID can expose nonlinear dependencies (more in Section 7.3.1), works with both

numerical and categorical data, and is far less sensitive to noise (outliers).

Unfortunately, the MID alone does not provide a solution to the original problem because it can-

not distinguish between negatively and positively correlated models. Therefore, both diagrams are

required in order to get a realistic picture of all model relationships (linear and nonlinear). More-

over, to create the MID, entropy and mutual information have to be calculated for each model. The

current implementation requires a domain specialist to tune the parameters for each experiment to

calculate both the entropy and the mutual information. The choice of these parameters strongly af-

fects resulting diagram [71], thus presenting a significant obstacle to using the MID without any prior

knowledge of information theory.

Furthermore, no publicly available open-source library or tool exists to help users create the MID

for uncertainty visualization. The authors of the original paper did not provide any source code or

data to reproduce the presented results. Consequently, until now, no publicly available implementa-

tion of the MID has been available, even though the need for it was shown [126]. On the other hand,

the existing libraries for creating the Taylor Diagram (MATLAB [207,261], Python [260],R [161]) do not

provide any interactive aspects of the diagram. The resulting visualizations are static images in PNG or

JPEG format. Moreover, these libraries do not support the raw input— the user has to provide pre-

calculated standard deviations of all models and correlations of all models with the reference models,

severely limiting their adoption.

Even though certain Taylor Diagram libraries and tools allow the visualization of multiple model

versions, those implementations rely on adding arrows as visual marks that encode the movements of
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the models’ performances. However, when many models have to be visualized, the diagram quickly

becomes overcrowded with visual elements, hence the decreased readability and lower transfer of

information from the visualization to the user. Moreover, a set of limiting factors has severely im-

peded the adoption of polar diagrams until now, including the Taylor Diagram and the Mutual

Information Diagram. From static charts to non-scalable graphical formats, to requiring a large set of

pre-calculated summary statistics, or even requiring expertise, the adoption and deployment of polar

diagrams in the analysis pipeline has suffered greatly.

We show that our library, named polar-diagrams, solves completely or partially all of the afore-

mentioned issues. Furthermore, it extends the functionality of both diagrams by allowing users

to also visually encode one scalar property of each model or two model versions simultaneously.

The resulting diagrams convey more information without overloading the visual space. Moreover,

they allow a more granular control by employing multiple interactive techniques such as single-

and multi-selection, filter, zoom, and hover. In addition, the back end of polar-diagrams employs

state-of-the-art methods for calculating mutual information and entropy. As a result, the diagrams

become interactive charts that provide accurate information, enable interactivity, and support both

discrete and continuous variables.

For the sake of clarity and disambiguation, we adopt the conventional names of the Taylor and

the Mutual Information Diagrams for the implemented polar charts, respectively.

7.3 Methods

T
his section will cover the mathematical aspects of both diagrams, as well as the tech-

nological aspect used to design, implement, and present the results. The first part is

covered by Section 7.3.1, and the second part by Section 7.3.2. In this section, the

terms variable andmodel have the same meaning, and we use them interchangeably.
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7.3.1 Mathematical Background

As mentioned earlier, the Taylor diagram relies on first- and second-order statistics to summarize

model properties, while the MID relies on the information theory. However, both diagrams exploit

the same property of the polar diagrams where the position of each point in a diagram is determined

by a distance (radial distance, radial coordinate, or radius) from a reference point (pole) and an angle

(polar angle, angular coordinate or azimuth) from a reference direction [38]. Similarities between dia-

grams essentially end here. We will now present the differences in the construction of both diagrams.

In addition, we will denote and explain the mathematical deviations from the original works present

in our study.

Taylor Diagram

The power of the Taylor Diagram lies in representing each model using three statistical measures:

standard deviation, Pearson’s correlation coefficient, and centered root mean square error (CRMSE).

The “centered” aspect of the RMS error definition refers to the subtraction of the respective mean

values of both the predicted and observed sets of values before calculating the RMS. This procedure

contributes towards rectifying any offset or bias that might have been introduced in the model’s

predictions, thereby resulting in a more accurate representation of the prediction error [95].

Let us consider a pair of discrete random variables (X,Y), with the cardinality | X |=| Y |= n,

their standard deviations σX and σY, and their means μX and μY, respectively. We define the mean of a

discrete random variable Xwith the cardinality n as

μX = E(X) =
∑
x∈X

xP(x) =
n∑
i=1

xiP(xi) =
1
n

n∑
i=1

xi (7.1)

where x represents the values of the random variable X and P(x) represents the corresponding proba-

bility. The mean of a discrete random variable X is also known as its expected value and is symbolized

as E(X). Furthermore, and for the sake of completeness, we also define the standard deviation of a
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discrete random variable Xwith the cardinality n as

σX =
√

σ2X =

√∑
x∈X

(x− μX)2P(x) =

√√√√ n∑
i=1

(xi − μX)2P(xi)

=

√√√√ 1
n

n∑
i=1

(xi − μX)2 (7.2)

where σ2X is also known as the variance of a discrete random variable X. If we define covariance be-

tween X and Y as

cov(X,Y) =
1
n

n∑
i=1

(xi − μX)(yi − μY) (7.3)

then Pearson’s correlation coefficient is

RXY =
cov(X,Y)
σXσY

. (7.4)

By using the definition of the cosine formula

c2 = a2 + b2 − 2ab cos θ (7.5)

where a, b, and c are the sides of an arbitrary triangle, and the formula for CRMSE

CRMSE(X,Y) =

√√√√ 1
n

n∑
i=1

[(xi − μX)(yi − μY)]2 (7.6)

we get

CRMSE(X,Y)2 = σ2X + σ2Y − 2σXσYRXY (7.7)

hence θ = arccos (RXY). The relation between the CRMSE and the total RMSE can be described by
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the following expression:

CRMSE2 = RMSE2 − (μX − μY)
2

=

√√√√ 1
n

n∑
i=1

(xi − yi)2

2

− (μX − μY)
2 (7.8)

which also demonstrates how we get Equation 7.6.

The Taylor Diagram can now be easily constructed using the following procedure:

1. calculate standard deviations for all models,

2. pick one model as a reference model (the variable X in all equations),

3. calculate Pearson’s correlation coefficient between the reference model and all other models,

4. calculate the angles using Pearson’s correlation coefficient,

5. visualize each model using its standard deviation value as the radius and the calculated angle

as the polar angle where the reference direction starts from the pole horizontally to the right,

and the polar angle increases to positive angles when traversing the diagram in the counter-

clockwise direction.

When working with multiple models, it is not uncommon for those models to use different units

of measure. That can influence the statistical measures used in the Taylor Diagram. When facing

such a situation, CRMSE and standard deviations are normalized (CRMSE′(X,Y) = CRMSE(X,Y)/σX,

σ′Y = σY/σX), and those “fixed” values are then visualized. As a result, the reference model is now

placed on the abscissa with the radius 1.

Mutual Information Diagram

On the other hand, the Mutual Information Diagram exploits information-theoretic properties of

measures such as entropy, mutual information, and variation of information for the construction of

the polar diagram. Let us again consider a pair of discrete random variables (X,Y), with the cardinal-
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ity | X |=| Y |= n. We define discrete or Shannon entropy as

H(X) = −
n∑
i=1

P(xi) logP(xi) (7.9)

and mutual information (MI) between X and Y as

I(X;Y) =
∑
x∈X

∑
y∈Y

P(X,Y)(x, y) log
P(X,Y)(x, y)
PX(x)PY(y)

= H(X) +H(Y)−H(X,Y) (7.10)

whereH(X,Y) is the joint entropy of X and Y defined as

H(X,Y) = −
∑
x∈X

∑
y∈Y

P(X,Y)(x, y) log2 P(X,Y)(x, y) (7.11)

The term P(X,Y)(x, y) in Equations 7.10 and 7.11 denotes the joint probability of values x ∈ X

and y ∈ Y occurring together, and PX(x) and PY(y) are the marginal probability mass functions

of X and Y, respectively. Both equations also demonstrate whyMI is a robust measure of depen-

dence as it can identify any connections between random variables that deviate from random chance

(i.e., it measures general dependence). When two random variables are independent, the sum of

their marginal entropies equals their joint entropy. If the joint entropy is less than the sum of the

marginal entropies, it reveals some form of dependency. Unlike correlation, MI is non-parametric,

and does not require any specific distributions or mathematical forms of dependence to determine

the relationship between random variables. This makes it ideal in detecting both linear and nonlinear

correlations [183,287].

The last measure, known as the variation of information (VI), unifies entropy and mutual infor-

mation and enables us to construct the Mutual Information Diagram. This measure, which is also a
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metric as shown in [71], is defined as

VI(X,Y) = H(X) +H(Y)− 2I(X;Y) (7.13)
= (7.12)

= I(X;X) + I(Y;Y)− 2I(X;Y)

where in Equation 7.12, we used a known property of mutual information where

I(X;X) = H(X). (7.13)

If we further notice that Equation 7.12 can be written as

√
VI(X,Y)

2
=
√
H(X)

2
+
√
H(Y)

2
(7.14)

− 2
√
H(X)

√
H(Y)

I(X;Y)√
H(X)

√
H(Y)

and apply the cosine formula (Equation 7.5) we easily get

θ = arccos

(
I(X;Y)√

H(X)
√
H(Y)

)
= arccos (NMIXY) (7.15)

whereNMIXY denotes the normalized mutual information between X and Y [296]. The authors of

the paper [71] named the resulting Mutual Information Diagram, which uses the root entropy value

for radius and the NMI for calculating the polar angle of a diagram, asNormalizedMutual Infor-

mation Diagram (NMID).

If we square the left side of Equation 7.12, we get the following equation

VI2(X,Y) = (H(X) +H(Y)− 2I(X;Y))2 = · · · = (7.16)

= H2(X) +H2(Y)− 2H(X)H(Y) ∗ cXY
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where

cXY = 2I(X;Y)
H(X,Y)

H(X)H(Y)
. (7.17)

Again, by using the cosine formula, we get θ = arccos cXY. Since cXY ∈ [−1, 1], the authors of [71]

proposed using the unbiased version of mutual information for the diagram creation. The new ver-

sion is called scaled mutual information and is defined as

SMIXY = (cXY + 1)/2 (7.18)

In turn, the resulting diagram is now placed in the range [0, 1] ∋ SXY and called ScaledMutual

Information Diagram (SMID).

SinceNMIXY ∈ [0, 1], SMIXY ∈ [0, 1], andRXY ∈ [−1, 1] both positive and negative correlations

map to positive mutual information.

Both versions of the Mutual Information Diagram can be constructed similarly to the Taylor

Diagram by following the procedure below:

1. calculate

(SMID) entropies for all models,

(NMID) square root of entropies for all models,

2. pick one model as a reference model (the variable X in all equations),

3. calculate mutual information between the reference model and all other models,

4. calculate joint entropies between the reference model and all other models using Equa-

tion 7.10,

5. calculate

(SMID) scaled mutual information using Equation 7.18

(NMID) normalized mutual information using Equation 7.15

between the reference model and all other models,
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6. visualize each model using its

(SMID) entropy value as radius, and the calculated angle from Equation 7.17

(NMID) root entropy value as radius, and the calculated angle from Equation 7.15

as the polar angle where the reference direction starts from the pole horizontally to the right,

and the polar angle increases to positive angles when traversing the diagram in the counter-

clockwise direction.

As with the Taylor Diagram, measures are often normalized (I′(X;Y) = I(X;Y)(H(X)/I(X;X)),

H′(Y) = H(Y)/H(X)), and those new values are then visualized. As a result, the reference model

is now placed on the abscissa with the radius 1, and the property in Equation 7.13 is maintained. All

three polar diagrams can be seen in Figure 7.4.

ImportantNotes and the Deviations from the OriginalWork

In this section, we will cover some aspects of both diagrams we deem important and describe the

deviations from the original MID presented in [71].

We started Sections 7.3.1 and 7.3.1 by considering a pair of discrete random variables (X,Y) and

then explained the constructions of both diagrams by relying on that initial condition. However,

not all data sets will contain only discrete variables. All statistical measures required for creating the

Taylor Diagram and presented in Section 7.3.1 are also applicable to continuous random variables.

The situation is far more complex for the MID.

One way to calculate entropy for continuous variables is to estimate the underlying probability

density function (PDF) of that variable. The authors of the original MID explored and tested multi-

ple different methods for estimating PDF. Their results show that the choice of a method and its pa-

rameters significantly influence the resulting MID, even though the locations of the distributions in

the MID are more or less preserved. Yet, each of the continuous data set examples they presented in

Section 5. RESULTS uses different methods for estimating PDF. In essence, Example 5.1 Intercom-

parison Studies used histograms, and Example 5.2 Analysis of Climate Ensembles used kernel density
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estimation with the optimal bandwidth for a bivariate normal distribution and Epanechnikov ker-

nels. The lack of consistency in the methodology for the PDF estimation step in the original paper

and the lack of transparency in parameter selection shows that eachMIDmay have been tailored to

each data set separately. This presents a great obstacle for any user that is not a domain specialist and

wants to use the MID.

To address this problem, we designed polar-diagrams by considering the results from the original

paper and state-of-the-art methods for calculating continuous entropy andMI.

First, we wanted to give as much flexibility to the user as possible by allowing them to input mixed

data sets (i.e., data sets with both continuous and discrete models). To accommodate the possibil-

ity of mixed data sets as an input we relied on the results of paper [265]. The authors of the study

verified the nearest neighbor method as being far more accurate, less computationally, and less mem-

ory expensive than binning-basedMI estimators. This is why we decided to use the non-parametric

method, known as Kraskov’s method [181], to calculate only the MI between variables. Our decision

is further corroborated by paper [71], that demonstrates the higher accuracy of this method when

estimatingMI but larger error when estimating entropy.

Second, our library uses different methods for entropy calculations depending on the data type of

the models and the parsed optional arguments. If the model in question is discrete, Equation 7.9 is

used to calculate entropy. If the model is continuous, the entropy is known as differential or contin-

uous entropy and measures the average information content of a random variable with a continuous

probability distribution. Our library selects different methods to calculate entropy based on the

given sample size of the (unknown) distribution. If the data set has less than 10 samples, theVan Es

estimator [320] is used. In case the sample size is between 11 and 1000, the Ebrahimi estimator [92] is

used. For larger sample sizes, theVasicek estimator [325] is used with the heuristic value for the window

length parameter proposed in [76]. The selection behavior and implementation details are described

and presented in [4]. Even though our library selects the differential entropy estimation method auto-

matically depending on the sample size, the users are able to override this functionality and manually
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select one of the previously mentioned methods.

Third and last, our proposed methodology gives more accurate results. However, since we are

not treating continuous variables as discrete (and vice versa) and we are using task-specific methods,

one new problem arises. Unlike discrete entropy, differential entropy can be negative. Since MID is

only able to showmodels with positive entropies, this means that models with negative differential

entropy will not be present on the resulting MID.We do not consider this a flaw but a limitation of

the MID. In that case, the user is encouraged to use the Taylor Diagram to evaluate the results. This

motivates and supports the coupling of the polar diagrams presented in this work.

7.3.2 Technical Background

We decided to develop polar-diagrams using Python programming language [322] due to its flexibility

and cross-domain popularity. We also relied on multiple well-established libraries for data manipu-

lation, analysis, and visualization. This section will cover all essential libraries on which our library

depends and explain the functionalities we use to create the polar diagrams.

The first step in visualizing model results using polar-diagrams is to prepare the data set. The user

should use Pandas [235,337] library to import the raw data into wide-formatted Pandas DataFrame.

The resulting DataFramemust have a 1-level index, model names as column names, and model re-

sults in rows. Hence, the DataFrame has dimensions nxmwhere n is the number of rows, andm is

the number of models (columns). This is the only format of the input data our library accepts. We

decided to use Pandas because of its ability to parse a plethora of raw data formats (e.g., XML, JSON,

CSV, SQL, etc.), and its wide-spread use across many domains.

Our library also extends the functionalities of both Taylor andMID by enabling users to visual-

ize a scalar property for each model and visualize two different versions of each model on the same

diagram simultaneously. However, the user is able to use only one of the extended functionalities

at the same time. In case the user wants to visualize one additional scalar property of each model,

instead of parsing one DataFramewith model results, users should parse a Python list. The first el-
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ement of that list should be a DataFrame that contains model results, as described in the previous

paragraph. The second element should also be a DataFrame that has dimensions 1xm, where the sin-

gle row contains the scalar value a user wants to visualize. Column names must be the same for both

arguments. All scalar values are internally scaled to [0, 1] domain in order to prevent the “explosions”

of scalar markers on a visual canvas. This means that scalar markers can only be double the size of

model markers, thus preventing visual clutter. If the user wants to visualize two different versions of

models, a Python list should be parsed as an argument. The list elements are two nxm-dimensional

DataFrames representing different versions ofmmodels. As with the previous case, column names

must be the same for both arguments (DataFrames).

To calculate all statistical measures necessary for the creation of the Taylor Diagram, we used Pan-

das,NumPy [131], and Scikit-learn [39,239] libraries. To calculate the discrete entropy, we implemented

an in-house algorithm according to the original Shannon’s definition presented in [277]. Differential

entropy is calculated as described in Section 7.3.1 using the SciPy [328] library. TheMI is calculated

using Kraskov’s method by adopting the implementation provided in the Scikit-learn library. Pa-

pers [181,265] show the best MI estimation occurs when the number of neighbors for the method is 3.

We also use this as a default value, but the user may change it as necessary.

We used Plotly [155] library to design and create all diagrams. It also affords all interactive function-

alities of both diagrams and the ability to export them in static image formats.

7.4 Results

O
ur library presents the first open-source implementation of the interactive Taylor Di-

agram and the first public implementation of the MID. In addition, it extends the

functional aspects of both diagrams by enabling users to visualize one scalar prop-

erty of each model and two different versions of models on the same diagram. The users can take

advantage of the first functionality to visualize any scalar value that is important to the experiment.

We used it to encode the training and prediction time of a selection of MLmodels presented in Sec-
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tion 7.4.2. The results are presented in Figure 7.9. The second functionality can be exploited for

visualizing models in two time points or with the changed (hyper-)parameters, thus allowing the user

to examine the shift in model performance. We showcased the latter in Figure 7.8.

The resulting diagrams can be exported in the following formats: PNG, JPEG, WebP, PDF, and SVG.

Before exporting the diagram in a static image format, the user is able to interact with it and explore

it. We now follow the nested model of visualization [221] to dissect and present all functionalities of

our library’s resulting charts.

First, incorporating interactive elements into our diagrams presents one of the major advantages

over traditional Taylor andMutual Information diagrams, which are static images. Polar coordi-

nate charts often have multiple axes radiating from a central point, which can make it challenging to

accurately assess certain properties without proper interactivity. For example, it can be difficult to

compare the magnitude of different data points on the chart or to determine the exact coordinates of

a particular point. Similarly, interpreting the distances between the axes may be challenging without

the ability to zoom in on specific areas of the chart, i.e., to adjust the scaling of the radial axis. Addi-

tionally, given the circular nature of polar coordinate charts, it may be difficult to identify trends or

patterns in the data without the ability to interactively adjust various display options such as color-

coding or labeling. All of these points were tackled either singularly or simultaneously in works by

Burch et al. [40], Yee et al. [348], Qiang et al. [249], and Vehlow et al. [326]. Overall, interactivity is essen-

tial for accurately interpreting and exploring the properties of polar coordinate charts in a way that is

intuitive and meaningful to the user.

By relying on previous studies that researched interactivity in polar coordinates, we incorporated

multiple interactive idioms to allow users to explore the data and change the charts before they

are exported in a static image format. Hovering the mouse over any model in the diagram reveals a

tooltip with additional information about the underlying model. The border of each tooltip is col-

ored the same as the model it refers to. This interactive element can be seen in Figure 7.7. Users are

also allowed to click on the models’ graphical representation in the legend and exclude them from
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the results. If users double-click on the model in the legend, all models except for the selected one

are excluded from the diagram. Besides Single selection, Zoom is the next and default interactive tool

a user can employ to navigate the polar diagrams. This allows users to select specific radial intervals

or areas to be visible on the diagram. It is important to note that the Zoom tool does not actually

zoom into the visualization canvas, rather it rescales the radial axis of the diagrams. The upper-right

part of the visualization canvas contains two more tools that allow more granular control on which

models to highlight — Box Select and Lasso Select. The first tool allows the creation of rectangular

regions outside which the models will be de-emphasized by decreasing the saturation. The latter pro-

vides the same functionality by defining the region using any polygon. They both are elements of the

multi-selection interactive aspect. The resulting diagram with some models highlighted could then

be easily exported in any of the previously mentioned static image formats, thus better conveying

the story of the underlying experiment. All interactive tools are shown in the upper-right corner in

Figure 7.7.

Second, we used three encoding channels to encode model data. Circles are used as graphical

markers that represent models. They represent elements of the shape channel, where each marker

has the same size. Hence, when using polar-diagrams to visualize model results considering only one

version of the models, this channel does not contain any significant information about the mod-

els. However, if users invoke the functionality of visualizing two versions of all models at the same

time, this channel is used to create a differentiation between model versions. Circles that encode

the second-version models have a solid border, while the circles that encode the first-version models

are borderless. We also used the shape channel to encode the second extended functionality polar-

diagrams supports — visualizing a scalar property of each model. When the user wants to visual-

ize the scalar property, the values are encoded using the concentric circle around the model marker

(circle) with the same color. The size channel for the concentric circle is used to encode the normal-

ized scalar value. The difference between the models is encoded using the color channel. The refer-

ence model is always encoded using the black color, while all other models are encoded using either
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Tableau 10 or Tableau 20 [22] categorical color schemes depending on the number of models. Each

color has 60% opacity, thus allowing an easier model distinction when visual markers overlap.

Our library also supports inspecting and exporting intermediary results for diagram creation.

Those results are returned as a Pandas DataFrame object and can be further exported in any tabular

format supported by the Pandas library.

One of the example arguments presented in [71] for using the MID instead of the Taylor Diagram

is Anscombe’s data set [11]. This data set is a set of four data sets, and each of them has the same sum-

mary statistics (i.e.,mean, standard deviation, and correlation). The authors showed that certain

components of Anscombe’s data set fully overlap on the Taylor Diagram while being dispersed on

the MID.We also tested this on a “newer” version of Anscombe’s data sets called The Datasaurus

Dozen data set [203]. Even though this collection of thirteen data sets contains totally different data

sets when visualized, they all have the same summary statistics (X/Ymean, X/Y standard deviation,

and Pearson’s correlation). Indeed, the MID shows better results for this example as well. Despite

the fact that the Taylor Diagram produces results where models are hard to differentiate, by using

the interactive Zoom tool, the user is able to closely inspect if some models are better. We present our

results in Figure 7.5.

Even though the phenomenon of overlapping model markers occurs less often in the MID, it still

can occur under specific circumstances. To solve this problem, we implemented a Python RuntimeWarning,

which notifies the users if any of the diagrams contains overlapping models. Furthermore, the warn-

ing reveals the exact models that are overlapping on the diagram, thus providing the user an insight

into the data and motivating them to use the interactive functionalities offered by the polar dia-

grams.

In the following sections, we present our results using the data from three different domains—

climate research, machine learning, and biology/medicine.
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7.4.1 Example 1—ClimateModel Evaluation

One of the most important projects of the World Climate Research Programme (WCRP) is the

CoupledModel Intercomparison Project (CMIP). The project’s objective is to gain insights into

past, present, and future climate changes, thus supporting policy-makers and communities world-

wide. The understanding of climate phenomena include, among other things, the assessment of

various climate models and the quantification of their performance for future projects.

We specifically picked CMIP Phase 3 (CMIP3) data set [209] in an effort to reproduce the results

from Section 5.1 Intercomparison Studies of the original MID paper [71]. However, during this pro-

cess, we discovered the following pitfalls that prevented us from fully replicating the results:

• the lack of guidelines that specify how to acquire the data from the CMIP3 data repository,

• the lack of details on what data properties (i.e., ensemble runs) were used from CMIP3 data

set,

• missing information about the temperature averaging due to the spatial nature of the CMIP3

data set,

• missing information about the source of the reference or observation (OBS) data (model)

• the example-specific probability density estimation method.

Nevertheless, we solved each of the problems mentioned above by following our intuition and

commonly used approaches when working with climate data. We acquired CMIP3 data by creating

the following link query https://esgf-data.dkrz.de/esg-search/wget?download_structure=

model&project=CMIP3&experiment=historical&ensemble=run1&variable=ts and downloading

the official wget script which downloads all model data. As in the original study, the script down-

loads the data set, which consists of 21 models. The query shows that we selected the data from the

CMIP3 project of the historical experiment and for the surface air temperature (ts) variable. Since

the original work is missing the ensamble information, we decided to use only run1 values. Due to

the lack of positional information on the data in the original study, we calculated the average of all
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temperatures across the globe per year and used those values for each model. Figure 7.6 shows the

original and reproduced results.

As we can see in Figure 7.6, both Taylor andMID look very different than those in the original

study. The difference is caused by the lack of a step-by-step procedure to replicate the original results

and by using a different probability density estimation algorithm. Although the diagrams are not

comparable in this way, the overall goal of providing an open-access library is to support the commu-

nity at large and enable not only static information visualizations but also the creation of interactive

data visualizations and the sharing of source code to reproduce the underlying work. Our results

reproduce the fundamental principles and analytical steps used in the related work. Although not

entirely irreproducible, this also shines a positive light on open tools that facilitate source code adop-

tion, reuse, sharing, and reproducibility. More particularly, positively affecting the advancement of

thematic analytics in the field of climate change.

7.4.2 Example 2—Machine LearningModel Evaluation

The non-parametric and data-type agnostic nature of our library allows us to work with continu-

ous variables without the discretization step and the selection of example-specific PDF estimation

method, as opposed to the procedure presented in [71]. To showcase the power of polar-diagrams,

we selected various traditional ML data sets that contain all discrete, all continuous, or some discrete

and some continuous features. Furthermore, we chose eleven classification and nine regression mod-

els. The main task of the experiment was to assess model performance using the diagrams our library

provides, find the best model, and check if our assessment is in line with commonly used perfor-

mance metrics. We present the experiment in more detail below.

Data sets

We used the following data sets for our ML experiment: Iris [105], Breast Cancer [341],Glass [100], E.

Coli [148],Mushroom [331], California Housing [176], and Ames Housing [63]. The first five data sets
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contain a discrete target feature (classification task), while the latter two contain a continuous target

feature (regression task). The portion of the target feature used as the test data represents our ref-

erence model. We conducted the same preprocessing procedure for all data sets. First, we removed

columns that contain identification (ID) numbers. Second, we used the label-encoding method

to encode categorical columns of each data set. This step allows the use of the Taylor Diagram for

model assessment besides the MID. Third, we removed rows or columns that contain Null values.

Fourth, and only in the case of theMushroom data set, we sampled the data set using stratification

and considered only 40% of all samples. Due to its memory requirements, we had to reduce the

size of this specific data set. Fifth, we split the data into the training and test parts with proportions

0.67 : 0.33. For the classification tasks, this procedure was completed in a stratified fashion. Sixth,

we scaled both training and test data using Scikit-Learn’s StandardScaler that was trained on the

training data only. We then proceeded with the MLmodel training.

Machine LearningModels

TheML example includes all commonly usedML classification and regression models implemented

in the Scikit-Learn [39,239] library. We used the following models for both the classification and re-

gression tasks: k-Nearest Neighbors [72], Linear Support Vector (SV)Machine [49,75,101],Kernelized

SVMachine [49,75],Decision Tree [121],Random Forest [35,36,115],Multi-layer Perceptron [118,137,142],

Ada Boost [109,132,358],Gradient Boost [110,111], and Stochastic Gradient Descent (SGD) [34,276,313]. Be-

sides these models, we also usedGaussian Naive Bayes (NB) [47,352] for the classification tasks and

Gaussian Process Regressor [252] for the regression tasks. All models were using the default hyper-

parameters, as defined in the Scikit-Learn library. For theKernelized SVMachine, we used theRa-

dial Basis Function (RBF) kernel with default hyper-parameters.

To train the models, we used stratified 5-fold cross-validation on the training data while using

the following scoring methods to evaluate the performances of the classification models: accuracy,

weighted precision, weighted recall, and weighted F1-score. To evaluate regression models during train-
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ing, we used 5-fold cross-validation on the training data with the following scoring methods: R2

score [59], negative mean absolute error, negative mean squared error, negative mean squared log error,

and negative root of mean squared error. The negative values are used due to the nature of the library,

where estimators with higher scores are considered better.

The final evaluation of all models was done with the test data set as defined in Section 7.4.2 and

using the scoring methods mentioned earlier. Besides visualizing the model performance using our

library, we also visualized different scores acquired during the evaluation. For data sets used in the

classification task, we visualized weighted F1-score, φ coefficient orMatthews Correlation Coefficient

(MCC) [58,206], and Cohen’s Kappa coefficient [65]. On the other hand, for data sets used in the regres-

sion task, we visualized theR2 score,mean squared error (MSE), andmean absolute error (MAE). It

is important to note that when inspecting figures in the paper, higher values are better for all but two

metrics: MSE andMAE. For these two metrics, the opposite is true.

Model results for Breast Cancer, E. Coli, and Ames Housing,Glass, Iris,Mushroom, and California

Housing data sets can be seen in Figures 7.7, 7.8, 7.9, 7.10, 7.11, 7.12, and 7.13, respectively. Fig-

ure 7.8 showcases the first extended functionality of polar-diagrams that enables users to visualize

multiple versions of the same models. Figure 7.9 presents the second extended functionality that

enables users to visualize one scalar property of each model.

7.4.3 Example 3— Biomedical Similarity Assertion

With the rise of electronic medical records and population-level patient profiles, we are getting closer

to the widespread use of precision medicine. In order to achieve this goal, it is often required to find

similarities between patients, cluster them, and determine the similarity of each new patient to these

defined clusters. Besides being comparable to standard medical diagnosis and hence being familiar to

physicians, this step also ensures patient privacy and speeds up the decision process [234,237]. On the

other hand, comparative studies present an important part of biological research as well. Compar-

ative biology encompasses a plethora of biological sciences (e.g., Ecology, Genomics, Paleontology).
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It enables users to identify similarities and more specifically the distance of one organism (or other

taxa) in relation to another and derive the phylogeny [171,334]. In this section, and for the sake of con-

sistency, we will use the termmodel when considering organisms (or other taxa) and patients.

More than often, the end goal of asserting similarities and finding clusters is the representation of

the results in a 2-D space. Therefore, the traditional approach consists of selecting one of the clus-

tering algorithms (e.g.,K-Means [17],OPTICS [10], BIRCH [353]), choosing the distance metric to be

used in the algorithm (e.g., Euclidean distance, Manhattan distance), and using some dimensional-

ity reduction technique (e.g., Principal Component Analysis (PCA) [309],Multidimensional Scaling

(MDS) [74], T-distributed Stochastic Neighbor Embedding (t-SNE) [318]) to project the data to 2 di-

mensions and visualize it in a Cartesian plot with colors (or shapes) encoding clusters.

Due to the nature of the Taylor Diagram and the MID, we can skip all these steps and use CRMSE

and VI, respectively, to determine similarities between single models, models and clusters, and clus-

ters and clusters (inter-cluster similarity). Multiple studies have shown that VI shows multiple desir-

able theoretical properties (such as its metric property and its alignment with the lattice of partitions)

and, as such, can be used to compare clusters and, by extension, its individual elements [210–212].

To showcase the ability to assert similarities between biomedical models using polar-diagrams, we

used the Fertility [116] (all discrete features) andHepatitis [144] (all continuous features) data sets.

TheHepatitis orHCV data set consists of patients that are described by demographic proper-

ties and laboratory-collected blood values. All patients fall into one of the following categories:

blood donor, suspected blood donor, hepatitis C patient, fibrosis patient, and cirrhosis patient. For the

purposes of our study, we included only hepatitis C patients that do not contain Null values and

without demographic properties. As a result, we were left with twenty patients, each containing ten

blood parameters. The results for theHepatitis and the Fertility data sets can be seen in Figures 7.14

and 7.15.

Besides visualizing patients using our library, we also visualized them using the traditional ap-

proach. First, we used the Caliński and Harabasz score [42] to find the best number of clusters for
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theK-Means clustering algorithm. Second, we clustered patients usingK-Means. Third, we used

t-SNE [318] to reduce the dimensionality of our data to two dimensions. Fourth and last, we visual-

ized data using a 2-D scatter plot, with clusters color-coded and patients represented by shapes. The

results can be found in the upper part of Figures 7.14 and 7.15.

The overview of all results of our study can be seen in Table 7.1.

Table 7.1: Overview of the results. The Agreement column shows whether the diagrams from our library are in agreement
with the traditional evaluation approaches. The Reproducibility column shows whether the results are reproducible.

Data set Agreement Reproducibility Result

CMIP3 No * No * Figure 7.6
Iris Yes Yes Figure 7.11
Breast Cancer Yes Yes Figure 7.7
Glass Yes Yes Figure 7.10
E. Coli Yes Yes Figure 7.8
Mushroom Yes Yes Figure 7.12
California Housing No Yes Figure 7.13
Ames Housing Yes Yes Figure 7.9
Hepatitis Yes Yes Figure 7.14
Fertility No Yes Figure 7.15

aDue to the lack of data in the original study [71].

7.5 Discussion

T
hanks to our library, we solve multiple hurdles of MID that were mentioned in the

original work. However, certain limiting factors remain as “weak” problems, and we

take the liberty to discuss them along with other possible improvements.

First, polar-diagrams only supports models represented by n-dimensional numerical vectors,

which may be perceived as a “hard” constraint. However, representing the data as numerical vectors

is a common practice.
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Second, the number of models users want to visualize can be perceived as a “soft” constraint.

This is caused by the limitation of the human perceptual and cognitive system in its ability to both

perceive and retain a large number of categorical colors [130,134,198,221,283]. This is especially true for

colorblind-safe schemes/palettes which can be used to make designs more accessible to users with vi-

sual impairments. Indeed, our library does not prevent users from parsing more than twenty models

since the colors are repeated after the twentieth model. Although a serious problem in color usage,

this is why this constraint is considered “soft”. Yet, it does not prevent users from exploring the data

interactively since they can exclude models that are not of interest by using the interactive legend.

When users are faced with more than twenty models, ambiguity is created with repeating colors. Un-

fortunately, creating a color palette with more than twenty distinguishable colors is unattainable. As

an example, Colorgorical, a tool by Gramazio et al. [122], which creates discriminable color palettes

using three color-discriminability scores and a color-preference score, returns a partial palette and

an error when more than twenty-one colors are generated due to the exhaustion of the color space.

Indeed, more classes require more colors, which are increasingly difficult to distinguish. Depending

on the task at hand and the audience, the number of colors varies. For the example of color coding of

symbols, ColinWare suggests using no more than ten colors if reliable identification is required, es-

pecially if the symbols are to be used against a variety of backgrounds [332]. Additionally, we explored

the possibility of using color harmonies to expand our color palette [302]. However, we have found

that this method is insufficient when the number of colors in the palette is more than four. The

seven major color schemes are monochromatic, analogous, complementary, split complementary,

triadic, square, and rectangle (or tetradic); resulting in a maximum number of four colors. In the

first iterations of the library, we tried encoding models using shapes as well in order to increase the

number of distinct model encodings. However, that approach yielded diagrams that were cluttered

and hard to read. Our results are further corroborated by works [300,321]. We currently give users the

freedom and responsibility to decide which models are visualized and control for repeated colors.

Third, another limitation is with models that have a continuous data type. In this case, as we de-
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scribed in Section 7.3.1, our library calculates continuous (differential) entropy andMI for the cre-

ation of MID. Since these parameters can be negative, the resulting MIDmight be empty or without

some models, as can be seen in Figures 7.13 and 7.6. However, as mentioned earlier, we do not con-

sider this a true limitation since it presents the nature of continuous entropy.

Fourth, the MID can be further improved by incorporating a normalized variation of information

(NVI) as presented in paper [327]. However, this implementation was out of the scope of our paper

since it requires further research into its application in the form of a diagram.

Fifth, it is important to note that the differential entropy implemented in SciKit-Learn library

and used for the creation of MID is not the actual continuous analogue of discrete (Shannon) en-

tropy [163]. All methods mentioned in Section 7.3.2 present the limiting case of the actual continu-

ous version of discrete entropy called the limiting density of discrete points (LDDP). To the best of

our knowledge, the implementation of this measure in Python does not currently exist. However, we

plan to include this measure as another option for calculating the differential entropy in one of our

future versions.

Sixth, we also acknowledge another model comparison chart type— the Target Diagram [167].

This Cartesian plot type extends the functionalities of the Taylor Diagram by including the sign of

the bias to the summary information (which is unbiased) and summarizes how they each contribute

to the total RMSE. The need for a summary diagram that also encodes and visualizes the statistical

bias was also confirmed in [51]. However, our library solves this problem with the previously intro-

duced functionality to visualize one scalar property of each model. Implementing this plot type in

polar-diagrams is thus unnecessary and out of scope due to it not being of a polar type.

Seventh and last, it is important to mention that our diagrams do not contain isolines indicating

CRMSE, VI, and RVI. Instead, we chose to show these values in a tooltip. One of the reasons be-

hind this decision is the lack of support for such functionality in all high-level visualization libraries

we reviewed. The other reason is to make diagrams as visually decluttered and readable as possible.

The same rationale applies to our decision not to use the traditional approaches for multi-version
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model visualizations. These approaches use arrows to indicate the flow of information. However,

when there are ten or more models, the resulting diagrams have twenty or more model markers with

ten arrow lines. Depending on the model shift, those lines can have multiple intersections with each

other, thus rendering the resulting visualization incomprehensible. This is the reason we decided

to encode the second versions with the same markers as the first versions, but with the added solid

border for the purpose of differentiating them.

7.6 Conclusion

O
ur library provides the first public implementation of the MID and the first implemen-

tation of the interactive Taylor Diagram. It was developed by following all “good” pro-

gramming conventions (e.g., PEP 8, PEP 20, PEP 257, PEP 287 [322]) and with state-

of-the-art open-source data manipulation, scientific computing, mathematics, machine learning,

and high-level visualization libraries. The resulting diagrams can be exported in publication-ready

static-image formats.

Furthermore, our library extends the expressiveness of both diagrams by providing two additional

functionalities — the ability to visualize multiple versions of all models and the ability to visualize

one scalar property of each model.

By providing the interactive aspects to both diagrams, the users are encouraged to explore results

in a way not available until now. We expect polar-diagrams to be a valuable tool in climate, biomed-

ical, machine learning, and other domains that produce complex models and offer further insights

into interdependencies between such models.

7.7 Code Availability

S
ource code, help, and documentation can be found at

https://github.com/AAnzel/Polar-Diagrams-for-Model-Comparison. The repos-

itory also contains the source code necessary to reproduce all examples in this work.
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Our library is also available on the official third-party software repository for Python packages called

PyPI under the following link https://pypi.org/project/polar-diagrams/. It is licensed under

theGNUGeneral Public License, Version 3.0 and can be manipulated, improved, and extended freely

by any user.

7.8 Availability of Data andMaterials

T
he data used in this study can be either found or downloaded using the scripts present

at https://github.com/AAnzel/Polar-Diagrams-for-Model-Comparison/tree/

master/Data. All data sets are also cited in Section 7.4 and can be downloaded from

the originating studies.
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Figure 7.2: Scatterplot Matrix. A scatterplot matrix with three variables taken into account — Ground_Truth, KNN, and
Random_Forest_C. The Glass [100] data set is used to present this plot type.
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Figure 7.3: Parallel Coordinates Plot. A parallel coordinates chart presents a better alternative to the scatter plot ma‐
trix and allows a more compact visualization of more than three variables. After performing an evaluation of machine
learning models trained on the Glass [100] data set, we visualized the performance of six models — KNN, SVM_Linear,
SVM_Gaussian, Gaussian_PC, Random_Forest_C, and SGDC, along with the Ground_Truth.
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Figure 7.4: Taylor Diagram (a), NMID (b), and SMID (c) are presented. As we can see, while the Taylor Diagram and the
SMID span the first and the second quadrants, the NMID spans only the first quadrant. The reader should note that the
Taylor Diagram presented in this figure is a trimmed version of the full diagram since the negative correlations are not
presented. This procedure is usually applied to the SMID as well.
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Figure 7.5: The Datasaurus Dozen data set. The top row models present x‐axis values, while the bottom row models
present y‐axis values for all thirteen data sets. The models overlap in all diagrams. However, the Taylor Diagrams (top
and bottom left) contain models that fully overlap. The user is notified with a Python warning about this phenomenon.
The MIDs (top and bottom right) give much better results.
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Figure 7.6: CMIP3 data set. Taylor Diagram and Mutual Information Diagram of CMIP3 air surface temperature data
for the historical experiment, of only the first ensamble run. The top row shows the diagrams adapted from the original
study [71], while the bottom row diagrams were created and exported using the library we created — polar‐diagrams.
Model bccr_bcm2_0 is selected as a reference model. We can see that some models are not visualized on the MID; those
models have negative entropies and negative MIs with the reference model. Therefore, by using the Taylor Diagram, we
can see the models miroc3_2_medres and csiro_mk3_0 are the most similar to the reference model. This example shows
the need to present both diagrams side‐by‐side. The upper figure is used with permission of Begell House Digital Library,
from The mutual information diagram for uncertainty visualization, Correa, C. D., & Lindstrom, P., International Journal
for Uncertainty Quantification, 3(3), 2013; permission conveyed through Copyright Clearance Center, Inc.
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Figure 7.7: Breast Cancer data set. Multiple ML models evaluated on Breast Cancer data set. The upper part of the figure
contains bar charts of commonly used evaluation scores of classification tasks. We can see all models performed similarly
well. However, without further inspection of the bar charts using zooming or a tooltip, it is hard to estimate which
model performed the best, which model is the second best, and so on. As an alternative to this approach, the user is
able to present the performance of each model by creating a table that holds the final scores. On the other hand, Taylor
Diagram and MID facilitate clear distinctions between models without any additional work. We can clearly see the
Random_Forest_C models being the best,MLPC being the second best, and Ada_Boost_C being the worst model. We can
also notice that some models like KNN, SVM_Linear, and SVM_Gaussian are missing. However, this is not the case. The
models are overlapping in both diagrams, and the user is notified with a Python warning about this phenomenon.
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Figure 7.8: E. Coli data set. A selection of ML model was used with E. Coli data set. To showcase the library’s ability to
visualize two versions of all models, we conducted two classification experiments using four ML models. In the first
experiment, we used models with default hyper‐parameters, while in the second experiment, we slightly tweaked
hyper‐parameters, thus causing some models to perform better and some models to perform worse than in the first
run. Models from both experiments were evaluated and visualized, as seen in Figures 7.8a and 7.8b. The visible change
in these figures is the decrease in performance of the SVM_Gaussian model. This can also be seen in both diagrams
since the grey dot with a solid border (which encodes the second version of the model) is further from the Ground_Truth
than the same borderless grey dot. Moreover, diagrams allow us to easily notice the increase in performance of the
Random_Forest_C model.

140



KNN
SVM_Linear

SVM_Gaussian

Decision_Tree_R

Random_Forest_R

MLPR
Ada_Boost_R

Gradient_BR

SGDR

0

0.2

0.4

0.6

0.8
0

0.2

0.4

0.6

0.8
0

0.2

0.4

0.6

0.8

Evaluation scores using mulitple metrics

Model

Va
lu

es
Va

lu
es

Va
lu

es

M
etrics=M

A
E

M
etrics=M

S
E

M
etrics=R

2

0
0.2

0.4

0.6

0.7

0.8

0.9

0.95

0.99

1
0 20k 40k 60k 80k 100k 120k 140k

0

0.005

0.025

0.05

0.1

0.15
0.2

0.3
0.4 0.5 0.6

0.7

0.8
0.85

0.9

0.95

0.975

0.995

1
0 5 10 15 20 25

Model Ground_Truth KNN SVM_Linear SVM_Gaussian Decision_Tree_R Random_Forest_R MLPR

Ada_Boost_R Gradient_BR SGDR

Taylor Diagram and Mutual Information Diagram

Standard Deviation

Entropy

Correlation Scaled Mutual Information

Figure 7.9: Ames Housing data set. This example displays the ML models’ performances for the regression problem
of Ames Housing data set. Since the target feature of this data set is continuous, model predictions and ground truth
are also continuous. Hence, to visualize all models, the library uses continuous (differential) versions of algorithms for
the calculation of entropy and MI. We can see the resulting diagrams are not completely in line, but they agree with
both Random_Forest_R and Gradient_BR being one of the best models for this task. This is completely in line with the
commonly used metrics (top row).
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Figure 7.10: Glass data set. The performance of ML models while solving the classification task of the Glass data set
differs greatly from all other results. The traditional way of visualizing ML model performance using bar plots (top row)
gives us a clear distinction between model performances instead of being hard to read, as in other examples. Therefore,
this approach presents a satisfactory way to visualize ML model performances for this data set. The MID created and ex‐
ported using polar‐diagrams (bottom row, right) completely agrees with the results of the previously mentioned approach.
The best models are Random_Forest_C, Decision_Tree_C, and Gaussian_PC respectively. The lack of power to capture
nonlinear relationships between the models hinders the use of the Taylor Diagram for this example.
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Figure 7.11: Iris data set. Both commonly used ML metrics (top row) and diagrams from our library (bottom row) align
with SVM_Linear andMLPC being the worst models on the Iris data set, respectively. The best model performances are
hard to read from the top‐row visualization, but this problem remains in the case of diagrams as well. However, a quick
use of the Zoom tool provided by polar‐diagrams would allow us to zoom into the clusters and determine which model is
the best.
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Figure 7.12: Mushroom data set. In the case of theMushroom data set, both diagrams from polar‐diagrams (bottom row)
and commonly used ML metrics (top row) align with each other. As with the Iris data set, it is hard to assess the best
models using the top‐row visualization. This is also the case with the diagrams. The interactive Zoom tool would help us
to single out the best models for this data set quickly. Indeed, it is clear that Random_Forest_C andMLPC performed the
best, which is in alignment with the results from the original study [331].
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Figure 7.13: California Housing data set. In the case of the California data set, due to it being a regression problem,
all entropies and MIs are negative, hence an empty MID (bottom row, right). Taylor Diagram (bottom row, left) gives
better results since it aligns with all commonly used metrics (top row). Both the diagram and bar charts agree with
Random_Forest_R,MLPR, and Gradient_BR being the best models for this task, respectively.
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Figure 7.14: Hepatitis data set. Hepatitis C patients are visualized using the traditional approach (top row) and polar‐
diagrams (bottom row). While the creation of the top‐row scatter plot required algorithm selection, data processing, and
computer science knowledge, the bottom‐row polar diagrams do not require any domain‐specific knowledge or experi‐
ence. Patient_0 is selected as a reference model. We can notice the traditional approach (top row) declaring Patient_0 as
the only element of the cluster. However, if we consider distance in a 2‐D plot created by t‐SNE, we see that the most
similar patients with the reference patient are Patient_13 and Patient_1. This agrees with both diagrams. However, both
diagrams also tell us that Patient_14 and Patient_15 are the most dissimilar to the reference model.
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Figure 7.15: Fertility data set. Fertility data set proves to be one of the examples where the results from the diagrams
do not align and disagree with the traditional approach (top row). As we can see, the Taylor Diagram (bottom row, left)
depicts Patient_9, Patient_8, and Patient_2 as being the most similar to the reference Patient_0. On the other hand, MID
(bottom row, right) shows Patient_11 as being the most similar to the reference model. Due to the equidistant nature
of models (all having the same VI), the second most similar models are Patient_5 and Patient_2. This is confirmed by the
Python warning the library produced. The traditional approach places Patient_10 and Patient_3 in the same cluster as the
reference patient. Due to such a great disagreement, more analysis is required for this data set.
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If we knew what it was we were doing, it would not be

called research, would it?

Albert Einstein

8
Conclusion
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T
his chapter concludes the dissertation by exploring the implications of previously pre-

sented findings for both academics and practitioners. First, the broader conclusions

of the work are introduced with a clear focus on problem- and technique-driven ap-

proaches for solving intrinsically interdisciplinary problems which were faced during the work on

this dissertation. Second, a summary of contributions of each individual study incorporated into this

dissertation is given. Achievements and limitations are also covered and discussed in detail. Third

and last, the potential of each individual study and the approaches mentioned in this dissertation, are

presented and examined comprehensively.

8.1 Broader Conclusions

E
ven though the approaches from Chapters 2 and 5 were not part of the main bodies

of the enclosed studies, they were extensively used to accomplish multiple subtasks in

each one of them. Depending on the approach used in each study, these subtasks were

different. In the case of the problem-driven approach, some of those subtasks were: formulating the

domain problem, getting a sense of the domain data, abstracting and formalizing tasks into other

domains (e.g., mathematics, computer science, visualization), abstracting data into more manage-

able and adequate abstractions, assessing them and finding the most suitable encodings, idioms, and

algorithms. In the other case of the technique-driven approach, the subtasks were: inventing or im-

proving an existing algorithm, idiom, or encoding and finding the suitable abstractions or domains

in which it is used.

In addition to their valuable role in structuring the problem-solving process, these reasoning ap-

proaches represent just one facet of the multi-faceted realm of problem-solving. Recognizing the

importance of the problem’s origin, typically within a specific research field, presents an opportunity

for collaboration and synergy. Practitioners and researchers, armed with their expertise and domain

knowledge, come together to tackle the challenges at hand. By pooling their collective understand-

ing and perspectives, they gain a comprehensive grasp of the problem’s context, paving the way for
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the development of a diverse range of possible solutions. This collaborative approach harnesses the

strengths of interdisciplinary collaboration, allowing for a more holistic and innovative problem-

solving process.

Moreover, each field produces different kinds of data. Structured or unstructured, high- or low-

dimensional, uni- or multi-modal, temporal or spatial, clean or noisy (i.e., with uncertainty), and

so on are only some important data properties that one can work with. Besides these, data can also

come in low quality, thus further impeding its use for solving certain problems [238]. Because of all

these reasons, working on real-world data sets is challenging and requires experience and interdisci-

plinary knowledge. This is further corroborated when the data analysis and visualization are consid-

ered.

Due to the wealth of resources in both steps, researchers are often found overwhelmed when plan-

ning how to analyze and visualize the data. This is where domain context, experience, and active col-

laboration with domain experts come into play as one of the main pillars of interdisciplinary work. If

one chooses the problem-driven approach, the need for this is evident right from the start when the

problem is being formulated, put into the proper context, and abstracted. With a technique-driven

approach, experience comes first when the algorithm, idiom, or encoding is being developed. At the

same time, active collaboration and putting everything into the right context are crucial when find-

ing the proper uses of the newly developed solutions.

Last, evaluation is a crucial step in data analysis and visualization as it allows us to determine the

effectiveness and reliability of our findings. Through evaluation, we can assess the accuracy of the

data, identify potential biases, and determine the degree of confidence we can have in our results.

Additionally, evaluation helps us to refine and improve our methods, providing valuable insights

into how we can better analyze and visualize data in the future. By thoroughly evaluating our find-

ings, we can ensure that our work is not only useful but also trustworthy.

Besides the impact of each publication in their respective field, all the publications comprising

the main body of this dissertation demonstrate the effectiveness of the problem-solving method-
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ologies outlined in the paragraphs above and earlier in Chapter 1. Thus, the questions formulated

in Section 1.2 were thoroughly considered and answered by carefully designing, implementing, and

evaluating the tasks.

Due to the complex interdisciplinary problems that arise from working at the forefront of various

domains, including bioinformatics, computer science, biology, mathematics, data science, analysis,

and visualization, the proposed reasoning approaches (guidelines) have proven to be an invaluable

tool. They provide a systematic and structured approach, breaking down the problem-solving pro-

cess into manageable steps. They can help practitioners determine the appropriate analytical and

visualization techniques to use for a particular problem and evaluate the effectiveness of their solu-

tions. Overall, the proposed reasoning approaches enable practitioners to work efficiently and effec-

tively in interdisciplinary research, providing a roadmap for success. They serve as a valuable tool for

researchers and practitioners working at the forefront of multiple domains, enabling them to make

significant contributions to their respective fields.

8.2 Summary of Contributions

T
his dissertation aimed to examine, extend, and improve high-dimensional data analy-

sis, curation, and visualization processes, as well as to suggest new methods for a wider

range of scientific problems touching any of these domains. The rest of the section

gives chapter-by-chapter summaries, with particular attention to the contributions made by pub-

lished derivative works that were authored as part of the dissertation.

Chapter 3 investigated previously used and existing data storage technologies and their poten-

tial in the data-driven future. The created review uncovered trends and anomalies in data storage

technologies over time, but also the lack of standardization in representing various data storage prop-

erties to the end user. The review also focused on the UIs implemented in different OSs (historical

and existing) which were used to display these storage properties. The gaps in existing approaches
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uncovered during the research were documented and used to formulate a user study employed to

rank data storage properties of novel media, such as DNA. Thanks to both the survey and the analy-

sis of industry-based UIs and visualizations of data storage properties, a new UI that emphasizes the

end user’s needs was proposed. The new UI allows users to move between basic and advanced views

of data storage properties. Thus, it facilitates greater user engagement with the underlying data stor-

age hardware and fosters a more informed user base. The conducted user study serves as a valuable

reminder of the importance of user-centered design in the development of effective and engaging

software solutions. Furthermore, the transfer of information from the screen to the user is maxi-

mized by employing state-of-the-art visualizations while retaining interactivity, ease of use, and visual

appeal.

Chapter 4 examined current integrative tools for managing, processing, analyzing, and visualiz-

ing time-series multi-omics data sets. Because of the numerous challenges one can encounter when

working with high-dimensional multi-modal data with added temporal dimension, the tools have to

be easy to use, provide step-by-step guidance with all tasks of the mentioned pipeline, and allow users

to export their findings easily. Due to the lack of such a tool at the time of writing the study, a new

toolMOVIS was developed to support and integrate all essential tasks when working with multi-

omics time-series data sets. The tool can be run online and locally, thus removing the size limitations

of these data sets. It enables users to import genomics, proteomics, metabolomics, transcriptomics,

and physico-chemical data sets in various data formats with ease. If necessary, users can then pre-

process and embed the data to allow further analysis and visualization procedures. Besides previous,

multiple state-of-the-art methods for clustering and visualizing the data are available, thus covering

data with different properties and structures. With the use of state-of-the-art Python front-end li-

braries, users are empowered to analyze and visualize data frommultiple omics simultaneously while

retaining visual and analytical integrity. Finally, it is noteworthy that the resulting data visualizations

not only provide users with interactive capability but also can be exported in many publication-ready

formats. These formats include image files, which can be directly inserted into research papers, pre-
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sentations, or reports, and other vector formats, such as PDF, SVG, and EPS, which are great for

printed materials. Being able to export the visualizations in various formats enhances the flexibility

and usability of the data analysis output, enabling users to more easily and effectively communicate

their findings to a broader audience.

Chapter 6 inspected the current research landscape in the domain of molecular fingerprinting

techniques, assessed the advantages and limitations of each method, and proposed a newmolecu-

lar encoding mechanism. The newly proposed method abstracts each molecule into a graph, where

atoms are considered nodes while inter-atomic chemical bonds are considered edges. This natural

translation frommolecules to graphs allowed the usage of a plethora of graph algorithms, devel-

oped in mathematics and computer science, to be used to manipulate and process every molecule.

Through its intuitive graph-based approach, the proposed method can be easily integrated into ex-

isting molecular analysis workflows. By traversing their carbon chains, every molecule is encoded in

a graph which is then represented using the matrix where columns represent visited carbon atoms

and rows represent neighbors of each visited carbon atom. Due to the traversal of the carbon chains,

the method presents the only solution which could be used to encode any organic molecule in a uni-

form way parametrically. The parameters enable users to encode molecules in binary and discretized

tabular and image forms, hence allowing four different types of molecular encodings. The ability to

encode molecules in binary and discretized tabular forms makes it easier for researchers to analyze

and compare the chemical structures of different molecules. The proposed method performs equally

well compared to other fingerprinting algorithms while offering greater flexibility and facilitating the

creation of image encodings that could be used for machine learning experiments. Due to the modu-

lar development of the resulting library, the proposed method’s flexibility extends beyond its current

abilities since it can be adapted to suit the needs of different research domains.

Chapter 7 explored the mathematical principles of the Taylor Diagram (TD) and its use for

model comparisons in the climate domain. The alternative of this polar diagram rooted in informa-
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tion theory, known as Mutual Information Diagram (MID), was inspected as a viable substitute for

a more traditional TD for solving problems in other domains besides climatology. The lack of im-

plementation of the second diagrammotivated the study further while also proposing and demon-

strating new capabilities of both diagrams, thus broadening their benefits and validating their uses

in other domains. The presented coupling of the implementations of both diagrams allows users

to compare models regardless of their linear or nonlinear relationships. By following the industry

standards and conventions, the resulting library offers an innovative visualization solution for both

polar diagrams. It can process, analyze, and visualize numerical results from any model or domain

given in tabular format. The library’s user-friendly interface is designed to accommodate both novice

and expert users, providing a low barrier to entry. Due to the support for various interactive ele-

ments, the library empowers users to inspect one or both diagrams simultaneously before deciding to

save them in a publication-ready image format. The study and the value of the library were further

supported by evaluating them against current approaches in assessing model performance in clima-

tology, biomedicine, machine learning, and other relevant fields. The study highlights the value of

Taylor andMutual Information Diagrams in areas where traditional statistical techniques may not

be sufficient to provide comprehensive insights. Moreover, the proposed coupling of the diagrams

could have significant implications for studying complex systems in fields such as ecology and epi-

demiology, which were never considered before.

8.3 FutureWork andDiscussion

Q
uantifying the value of top-down and bottom-up approaches for a problem-solving

process is challenging, if not impossible. Their intuitive nature makes them familiar to

all people, hence allowing everyone to apply them in day-to-day tasks. However, with-

out the proper research and structuralization, these approaches would not become as usable as they

are today. Being problem-agnostic, they show their usefulness in a plethora of domains. Frommate-

rial science [281], molecular biology [178,360], environmental sciences [94], to business management [308],
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ethics [5], and education [284], both approaches proved their value and justified their importance in

providing practical solutions to a wide range of problems. They provide a structured approach for

problem-solving that can be iterated over and refined as needed, making them an indispensable tool

in any problem-solving toolbox.

Although top-down and bottom-up problem-solving approaches are generally applicable, their

effectiveness can be limited in specific research fields due to the specialized nature of each field. Re-

searchers often need to refine and tailor these approaches for their particular research area. For ex-

ample, the scientific papers referenced in the previous paragraph demonstrate how top-down and

bottom-up approaches have been adapted to different fields such as material science, molecular biol-

ogy, environmental sciences, business management, ethics, and education. However, many of these

studies have not generalized their approaches to their respective fields, leaving other researchers with-

out the necessary guidelines to apply these approaches to their own work.

Indeed, the lack of per-field generalized guidelines is currently the biggest obstacle to the wider

adoption and effective use of these approaches. To address this issue, this dissertation focuses on im-

proving the application of top-down and bottom-up approaches to analytical problems and tasks

dealing with high-dimensional data. While the dissertation does not propose a new generalized

guideline, it borrows and adapts the existing guidelines from the visualization domain. As previously

demonstrated in the enclosed studies, these adapted guidelines can help researchers systematically

address high-dimensional analytical problems, leading to solutions of the original domain-specific

problems. By providing guidance on how to apply top-down and bottom-up approaches to specific

research fields, this dissertation aims to contribute to the wider dissemination and effective use of

these approaches.

Moreover, philosophy has played a crucial role in shaping the foundations of both top-down and

bottom-up approaches. These methods share many commonalities with philosophical thinking,

such as the structured way of approaching complex problems by breaking them down into smaller

manageable parts, testing assumptions, and iteratively building new knowledge. In addition, critical
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thinking, which is fundamental in philosophy, is also essential for using these approaches effectively.

Therefore, it is important to recognize the value of philosophy when working with complex prob-

lems, as it can not only inform the use of top-down and bottom-up approaches but also provide

additional tools and methods for critical thinking.

The insights from philosophy, psychology and their methods can be particularly useful in any

field that deals with human-machine interaction. The study of human nature and its limitations is

essential to understanding how people interact with machines and what they need from them. By

understanding the philosophical and psychological underpinnings of human thinking and behavior,

researchers can develop more effective ways of designing human-machine interaction systems, as well

as better ways of evaluating their performance.

In addition to designing better human-machine interaction systems, insights from philosophy

and psychology can also help us create better visualizations and data analysis tools. By adapting ex-

isting or developing new visual encodings and interactive idioms based on our understanding of

human perception and cognition, we can create more effective and easily interpretable visualizations.

Similarly, by taking into account the limitations of human perception and cognition, we can cre-

ate better exploratory data analysis tools that are more streamlined and accessible, improving their

adoption and impact. Indeed, additional strategies can be utilized and integrated to enhance the de-

velopment of more effective human-machine interaction systems. A notable example is the model

proposed by Tominski et al. [310], which emphasizes minimizing various forms of separation between

humans and machines, such as conceptual, spatial, and temporal gaps. By addressing and reducing

these gaps, it becomes possible to optimize and achieve the best possible level of interaction between

humans and machine systems.

Overall, the combination of bottom-up and top-down approaches provides a powerful toolkit

for analyzing and visualizing high-dimensional data. By combining insights from philosophy, psy-

chology, mathematics, computer science, and data science, we can create more powerful and effective

tools and methods to tackle complex problems.
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