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viii Abstract

ABSTRACT

The Internet has evolved into aoghl and ubiquitous communication medium interconnectoig p

werful application servers, diverse desktop computers and mobile notebooks. Along with recent
developments in computer technology, such as the convergence of computing and communication
devices, te way how people use computers and the Internet has changed people's working habits

and has led to new application scenarios.

On the one hanghervasive computingibiquitous computingndnomadic computingpecone
more and more important since differentnguting devices liké®DAs and notebookshay beused
concurrently and &rnately e.g. while the user is on the move. On the other hand, the ubiquitous
availability and pervasive interconnection of computing systems hateréd various trend®-t
wards the dynamic utilization and spontaneous collaboration of available remote computing r
sources, which are addressed by approaches utkity computing grid computing cloud
computingandpublic computing

From a general poirof view, the common objective of this development is the usetemet
applications on demand.e. applicationshatare not installed in advance by a platform admiaistr
tor but are dynamically deployed and run as they are requested by the applisatiofihe heter
geneous and unmanaged nature of the Internet represents a major challenge for the on demand us¢
of custom Internet applications acrdssterogeneoubardware platforms, operating systems and
network environments. Promising remedies arer@unic computing systems that are supposed to

maintain themselves without particular user or application intervention.

In this thesis, autonomic Cros$latform Operating Bvironment(ACOE)is presentedhat
supportsOn Demand Internet Computin@DIC), such as dynamic application composition and ad
hoc exeution migration. The approach is based on an integration middleware @aléstvarethat
does not replacexisting middleware but operates asedfmanagingmediator betweemliverse
application requirements and heterogeneous platform configurafiaieva implementation of the
Crossware Deelopment Kit XDK) is presentedfollowed bythe descriptiorof the On Demand

Internet Computing Syste®DIX).

The feasildity of the approach is shown by the implementation ofir@ernet Application
Workbench an Internet Application Factoryand aninternet Peer FederationThey illustrate the
use ofODIX to support local, remote amtistributedODIC, respectivelyFinally, thesuitability of
the approach is discussed with respect to the suppODHE.




Zusammenfassung ix

ZUSAMMENFASSUNG

Das Internet hat sich zu einem allgegenwartigen Kommunikationsmedium entwickelt, welches le
stungsfahige Anwendungsserver, Desk@pmputersysteme und NoteboogkeichermalRerver-
bindet. Paallel zu denjingstenEntwicklungen der Computertechnikind der damit verbundenen
Ann&herungrzon Computerrund Kommunikationsgeratdratdasinternet die Arbeitsgewohnheiten

derNutzerveranderund zu neuen Anwendungsszenageifiihrt

Einerseits weden Pervasive ComputindJbiquitous Computingind Nomadic Computingm-
mer wichtiger, da unterschiedliche Geréte PDAs und Notebooks gleichzeitig und abwechselnd
genuzt werden, z.B. wahrend der Anwender sich von einenz@rn andereewegt. Andererseits
habensich aus deallgegenwartige Verfugbarkeit und @ fortschreitendeivernetzung von Qo-
putersystememeueldeenzur dynamischen Nutzung und spganenKollaboration von eriernten
Rechnersystemen entwickeltie vor allem in Utility Computing Grid Computing Cloud
Computingund Public Computingvorangetrieberverden.

Von einem allgemeinen Standpunkt betrachtet ist das gemeinsame Ziel die Nutzung von
InternetAnwendungen auf Bedad.h. Anwendungen, welche nicht durch einen Administrater v
rab installiert werden, sondem dem Moment der Anfrage durch den Nutzdgnamisch verteilt
und gestartet werde@er heterogene Charakter und der dezentrale Audlbaunternets bilden die
hauptsachlichen Herausforderungen fur den bedarfsgesteuerten Betrieb von kundenspezifischen
Anwendungen uber verschiedenartige Hardwrlegtformen, Betriebssystemen und Netzwerku
gebungenEine vielversprechende LOsung stell@ierzu autonomeRechnesystemedar, die sich

per Definitionohne besondere Nutzamd Anwendungssteugng selbst verwalten.

In dieser Arbeit wird eineBetriebsumgebungAutonomic CrossPlatform Operating
Environment (ACOEYorgestellt, disOn Demand InterneComputing ODIC) unterstitzt. Der A-
satz basiert auf einer Integratidfiddleware namen€rossware welche a Mittler zwischen ve
schiedenartigenAnwendungsanforerungen und heterogenen Plattformkonfigurationen dient.
Weiterhinwerden ene Javalmplemertierung desCrossware Development KIXDK), gefolgt von

einer Realisierung de8n-Demand Internet Computing Systei®®(X) beschrieben.

Die praktiche Anwendung des Ansatzesrd anhand der Implementieruggeiner Internet
Application Workbencheinerinternet Application Factoryind einerinternet Peer Federatione-
ranschaulicht. Sie zeigaten Einsataszon ODIX fur die Unterstitzung in lokalen, entfernten und
verteiltenODIC AnwendungsszenarieAbschlieRendvird die Eignung des Ansatzeind der in-
plementierungnit besonderen Augenmeskif die Unterstitzung vo@DIC diskutiert.
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1. Introduction

Theintroduction outlineghetransitionof the Internefrom a dedicated network environmenito a
ubiquitouscomputing environmeniThe upcomingchallengesalong theevolution ofOn Demand
Internet Computing(ODIC) are considerecandthe goaland subject®f this thesisareintroduced
Then the contributionsof this thesigowards amAutonomicCrossPlatform OperatingEnvironment

(ACOE)arepresentegwhich arefollowed byanoverviewof the rest of the work.

1.1 Motivation

1.1.1 Background

The Internet has evolveidom a global communication mediuntowards a ubiquitous computing
environmentargetingthe vision of Mark Weisein which "computers are available throughout the
physical environment but effectively invisible to the uggr9, 380. Along with this evolution, the

perception and use of Interratmputing devicebhavechangedas illustrated below.

Client Computing. Originally, standard Internet appéitons such asweb browsers and email
readers, were installed oncamputing deviceand used to access remadtgernetresources via
common service protocol¥he fixedfeatureset propelled the development and adoptiolmtarnet
applications for virtually all types of computing devicksparticular, he web browser turned into
the standard interface to access remote information and applicatiemdegdron the Internetvari-
ous advancements, suchFdash animationslava appletandAJAX, helped to blufurtherthe di-
ferences between desktop and browser applicatidhith the advent of custom browser plugins,
such asAdobe AIR[2], Microsoft Silverlight[238 and Sun JavaFX341], the scenario changed
[216. The Internet browser does no longer represent the main web application itself but it acts as a
web applicatiodauncherfor runningRich InternetApplications[224]. It enables users twn appl-
cationson-demandwhile he or she visits distinct web pad@85. This trendevencontinuedwith
the completedecoupling of thdnternetapplication from the browsehatis no longer needed to
hostthe Internet applicationsRelated solutions, such asrSiava Web Staf883 andEclipse RCP
[96], have fostered thieend towarddRich Client Platformswhereapplicationsoftwareis deployed
via the Internetind installecbn userrequestThe related software componeare managed by &t
ing customcomponent repositories, such as Sun Java Ssd@, [to which developers might tp
oad new component$ypically, therich client platform periodically checksariousrepositoriesfor
new software releases and updates the local applicationatistalhenceturning the Internet into a

large scalesoftwaredeployment environmerfibr client computing
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Nomadic Computing. At the same time, the convengceof computing and communicati devc-

es has changed people's working habits and has led to new applications, sochadi and
mobile computind196, 198. Small computing devices with wireless link capabilities, such as
PDAs andnetbooks enable people to connect to the Inteared access informatiomhile they are

on the movd199, 251, 359, e.g.for querying a tourist information systdoy using anobile phone
[29]]. Thepossibility ofalternatéy usingdistinctcompuing devices, e.gwith different screen 1
olution and input interface "motivates the break from the traditional model of computation to a
ubiquitous model that makes the user's entire environment available wherever it is ref#ed"
Particular software solutions, such&isn J2ME[167], facilitate the instant execution tie same
applicationon different mobile devices.In addition, roaming user profiles have been introduced to
customizeandprovide the illusion of a pervasive application environment to theacsesslistinct
computing deviceand in different scenaridd97, 314]. Sincecomputing terminals have teme
ubiquitousy available, nomadic computing approaches/e also gaied attraction when fixed
computing deviceareused[206, 395, e.g. public information kioskanddesktop computers found

in Internet cafe$221] or smart homes9p]. Besides laundhg a newapplicationinstance a user
may also equest the migration eémoteprocessef82], e.g.relocating a terminal session from the
office computer to the currently used notebook

Service Canputing. From another point of view, the provisiaog and utilizationof remote e-
sources has also changetimilar to thedevelopment on the clieside, serveside scenarios
shifted from legacy web appliances towards custom serag@sservicecomputing Web services
based on standardized application protocols, su@C#sP, popularizedthe serviceoriented cmn-
puting model[170, 286 and has been early adopted by various manufactBé6. [Application
servers supporting standard programming models, such as Sun Enterprise Jav& B3d4684,
enable the crosdeployment of services independent of the actual vendomhaneboosted the
propagation of the web service mo{ig6g. An Internet server is no longer only used to serve web
pages but has evolved into an applicats@mverthat is capable of running multiple service-i
stances at the same time, e.g. an online shop and a help/ddsks efforts havalsobeen made
to benefit from thelnternet growth 304 and relatednterconnection ofarge numbers o&pplica-
tion serverse.g.by combining thedistributedcomputing power of server farmg surpass thei-l
mited performance progression of standalone compsiistemg 240, such as irGrid computing.
In cloud computing, the service computing idea has been extended to the pnoyiaiwh utiliza-
tion of comnon computing resourcesn user requeste.g. Infrastructureas-a-Service (laas),
Platformas-a-Service(PaaS)andSoftwareas-a-Service(SaaS)220.
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1.1.2 Evolution

As the progressn microelectronics technologgoes on computing resourcesecomemore and
morea commodity goodhatare ubiquitously availablg3(. In former timesspecificapplications

and dedicatedomputer systems have been purchas®tliset ugo match a givenasksettingex-
clusively. Nowadays a useris able toswitch applications andharecomputer systemw perform

the same task different use casen this sceario, a user typically does no longer want to be co
cerned with the computing details to perform a given task, e.g. how to retrieve a suitable application
plugin for reading a document. Instead, tiser wantgo focuson thecurrenttaskand expects the
involved computing systems to provide the required resourceemand e.g. downloading code
librariesas neededr adjusting the apptation configuration to match the currevdtwork proxy
settings Therefore andn contrast to traditional computing, the resources are no longer provided in
advance and in a static manner but are allocated the time they are reduestedolutiontowards
On-Demand Computing (ODQ)an becharacterized athe shift from resourcecentric towards

taskcentric computationasshown inFigurel1.1.

Task Task Task

Y
Resource prepared to perform
certain tasks only

Administrator

4-------

shift
User
_p_erformed without Task
specific resource setup
Y
Resource Resource Resource

Figure 1.1: Shift from Resourc&€entric to TaskCentric Computing

In resourcecentric computingapproachesan administrator prepares a giveomputingre-
source toperform certairtasks only and is characterized by a fixed assignmergsourcesThis
procedure is wll-known in administered environments lika@@ examplen enterprise networks with

dedicatedservers such aslatabaseandmail servers. Irtaskcentric computingapproachesthere is
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no fixed assignment and a usmEmideally processa taskon variouscomputing resources hey
have been natet upfor aspecificcomputingpurposebut are spontaneously adjusted to perform the
present taskThisideahas becomgery common whenmequestingcomputing resources changing
task scenarioike in nomadic corputing, Grid computing and publicomputing With the hype
around cloud computingl5( and itsimplementatiorby commercial providers, e.gmazon EC2

and Google AppEngin€]5, the idea of ODC has recently gained msapport andttraction.

1.1.3 Vision

A particularvision inthe evolution of ODGs to break up the resourcentric relationship among
user, application and computing device and to replace it with ecéagkic assignment. In place of
static task configuration, dynamic mediatioh computing resourcesnables ordemandtask
processingvithout user interventianA specificfeatureof ODCis theon-demandprovision of su-
able applications tprocess the submittagsertaskson unsuperviseg@omputing resourcessill u-
stratedn Figurel1.2.

Task 2
Task 1 Description Task 3
Description Description

On-Demand Task Processing

run

|
|
. l
I I
I I
I I
I I
I I
| | Application A Y Application C | |
: Application B !
|
|
. l
I |
I |
I I
I I
I |

Unsupervised Computing Resources

On-Demand Computing System
Figure 1.2: On-DemandComputing System

The task descriptions do not contain specificatidmsua which applications to be launched
andwhich computing resourcesay be allocated to process the task. ThreDemand Computing
Systemis free toset upa matching processing configuratjang.following a given computing pol

cy to minimize theresource costsr redue the overallcompletion time.
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1.2 Focus

1.2.1 Goal

The goal of this thesis is t@pply the vision of ODC [51, 11( on the Internet and teelaborate an
approach forOn-Demand Internet Computing (ODIQ) particulay integratedapplication systems

to enabldocal task processingemote task processiranddistributed task processingr+demand

are to be implemented\ prerequisitds to enable the dynamic provision and configuration df ne
worked resources to runternetapplications on heterogeneous computing systems by user request,

as illustrated irFigure1.3.

remote task
processing

On-Demand Internet
Computing Systems

Figure 1.3: Running ORDemandnternetApplications on Networked Resources

Internet applications do not have to be installed in advance butepteyed,conposed and
launchedon the fly Nomadic users may switch among heterogeneous computing devices and
access their personal settinggplications and documenagile being on the mov@A). Remote
computing resources can be assigned to instantaneously run custom applications adinins-
trator interventior(B). Running application components may migrate from one application server to
another and seamlessly continue their computgt@nFinally, multiple application servemay

dynamically grouped in federationshalance tine-consuming task processing requéBts
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1.2.2 Challenges

The realization ofOn-Demand Internet Computin@DIC) encounters particular challengtdsat

reflect the spontaneous use of computer devices to run custom applications in unmanaged and het
rogeneous environmenf88]. The major issue is the unpredictable constellation of applicagion r
guirements and platform capabilities which makes it difficult to provide apugtiose application

configuration o ensure a uniform platform administration, as showrigure1.4.

Internet Applications

: UncertainJApplicatio/
\ Requifements

On Demand Internet Computing

Heterogeneous Rlatform
Capabilities

Internet Computing Resources
Figure 1.4: UncertainApplication Requirements ardieterogeneouBlatform Gipabilities

Required resources cannot be provided and allocated in advance but have to be determined and
requested in the moment they are needed. In turn, resources are alternately utilized in apfferent
plication scenarios and the relationship of device user, application installation and employed co
puter device is untied and replaced by a dynamic assignment. Application components may be
spread and linked across various Internet nodes and moved dylare in use. Due to its large
extent and diversity, the Internet also renders precautionary configuration attempts of application
deployers and platform administrators infeasible. This results in Internet application sisiéms
cannot be actually preped by administered approaches to support yet unknown applicaions.
suitable approach is to manage dynamic and unspecified scenarios without manual user interve
tion. Promising remedies aagitonomic computing systemist are supposed to maintaind aljust

themselves according to the current application scenario.
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1.2.3 Subject

The subjectof this thesis is thelaboration,design and implementation of @&utonomicCross
Platform Operating Environment(ACOE) supportingODIC. It is supposed to enable the seamless
and dynamic employment of Internet applications across different operating systems and platforms

by introducing aselfmanaging integration middlewaralledcrosswareas shown irFigure 1.5.

Autonomic Cross-Platform Operating Environment Applications

Self-Managing Integration Middleware Self-Managing Integration Middleware

Operating System Operating System

1
1
1
]
1
1
]
|
1
1
]
|
|
]
Internet :
]
1
1
1
]
1
1
]
1
1
]
1
1
1

Computing System A Computing System B

Figure 1.5: Autonomic CrossPlatform Operating Environment

The selfmanaging integration middleware msanuallyinstalled on participating computing
systems in advanand appropriately cdigured to exploit the specific characteristics of the unde
lying operating system and hardware platforihis not supposetb replace conventional midgl
ware approaches but acts as a mediator to uniformly interact with heterogeneous platforamn install
tions, resources and featurésspired by the autonomic computing approach of IBM(, it pa-
ticularly supportghe selfmanagd deployment, composition, hosting, customization, interconne
tion and migration of Internet applicatiomsthout manual user interventiomhe resulting ACOE
virtually hides the use of distinct computing systems and provides the illusion of a pervasive appl
cation environment to the user and th&ernetapplication.In particular, the usershe developers

and the applications are relievieddeal with the current platform configuration
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1.3 Overview

1.3.1 Contributions

The major contributionsof the thesis areelaboratingthe challengesof On Demand Internet
Computing (ODIC), introducing the features of anAutonomic CrossPlatform Operating
Environment(ACOE) andrealizing and evaluatinthe Crossware Development KIKXDK) and the

On Demand Internet Computing Systédb(X), as shownn Figurel.6 and outlined below

On Demand Internet Computing System (ODIX)

Application Application Application
Workbench Factory Federation

On Demand Application Engine

A
e 1
Autonomic Cross-Platform Operating Environment
Crossware Development Kit (XDK)
Heterogeneous Internet Computing Systems
A

Figure 1.6: Contributions of the Thesis

e On Demand Internet Computing (ODIC). The first contribution is thelaboration of the
scope and the vision of On Demand Internet Compu®QIC). The Internet and its cha
lengesfor running Internet applications are presen#&pplication scenarios of traditionah-
ternet computingire considered anelated assetlong with the involvediser rolesare ide-
tified. After presennhg the original ideas of On Demand Computi@®P(C), the proposed shift
from resourcecentric to taskcentric computing and the replacement of static resourceaalloc
tion by dynamic resource assignmarg describedrherelated facets dbDDIC and variousvi-
sions sipporting nomadic computing and utility computing in the Inteametoutlined A ref-
lectionrelatesthe idea and needs GDIC to existingInternet computin@pproaches like web

computingand peeto-peer computing
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e Autonomic CrossPlatform Operating Environment (ACOE). A new approach towards
ODIC is presented based amautonomic crosplatform operating environmenthe goalis
to deal with uncertain application scenarios in an Internet environment by separating ithe appl
cation configuration the resourceadministrationand the environment customizatio.o this
end,the challenges imposed by the Interast examined@nd the design of a creptatform
operating environment for dealing with relatedssplatform issuess presentedlhe need for
automation in an unmanaged environment like the Intesnéustratedand the ideas of amt
nomic computingre exploredThe outcome is a sethanaging infrastructurthatreplaces the
manually performed tasks of the user rategnternet computingcenariosnto selfmanaging
operationsFinally, areview of existing solubns motivatesthe need for a different impleme

tation.

e Crossware Development Kit(XDK). The implementatiorof the autonomiccrossplatform
operating environmernib Java is describedt pursues the automation of sffec computing a-
sets byseparahg the deployment, compositiomosting, customeation interconnection and
migrationof applicationsTo this end, aelfmanagingntegration middlgvareis implemented
that performs the virtualization and integrationptdtform resources as well as their au@m
tion. The outcome is th&€rosswareDevelopmenKit (XDK) thatrepresents davaapplication
framework bhat hides platform-specific detaildrom the application while mediating between
application requests and platform capabilities in asaihaging way. As a result, applications
can berunand moved among peansthout having been explicitly installed and ¢igured on

each node in advance.

e On Demand Internet Computing System QODIX). The application of theXxDK is demm-
strated by means of thenemandInternetComputing System ODIX). An On-Demand
Application Enginecan be dynamicallgleployedvia the Internetsupports the integration of
multiple applications and interacts with peer instances to provide the illusion of a pervasive
application environment across heterogeneouspating devices The Internet Application
Workbenchcan be used by nomadic users to seamlessly launch custom applications-on alte
naing computing devices withouhe need oimanual user profile synchronization. Another
development is thénternet Applicatbn Factorythat supports spontaneous deployment and
remote execution of Internet applicatiom® remote computing devices The Internet
Application Federationshows the executionmigration of running Internet applications b-

tween networked computirgdgvices.
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1.3.3 Thesis Map

The remainder of the thesis is organized as follow€Hapter2, the facets and vision of Oneb
mand Internet ComputingdIC) are presented and related approaehegeviewed. IIlChapter3,
an autonomic crosglatform operahg environment is introducetiatis especially designed tosu
port ODIC. In Chapter4, the corresponding implementation of the Crosswevelopment Kit
(XDK) is illustrated and its features are compared with related wotBhapters, the On Demand
Internet Computing Systen®©DIX) thatis implemented on top of th€DK is presented and its
application for running Internet applications-d@mand is demonstrate@hapteré concludes this

thesis and outlines areas for future work.
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2. Towards On-Demand Internet Computing

2.1 Introduction

In this chapterthe motivation andscope ofOn Demand Internet Computin@DIC) are determined
and common objectiveare deducedlhe definitionof the Interneis presentedral its charactes-
ticsare outlined Then,applicationscenarig of Internet computingre considerednd related assets
as well as involved user rolese deducedAfterwards, thetrend from resourceentric to task
centric computation as proposeddm Demand Computin@DC) is highlighted. Transferring this
approach to the Internet, the facetdasf Demand Internet Computin@DIC) are elaboratedral
several visions of usare presented’he chapter ends with a review of related Internet computing

approaches and their support of ODIC.

2.2 Internet

2.2.1 Definition

To delimit the scope ofnternet computinga definition of thelnternetenvirormentis givenand
how it differs to othernetworkinstallations. A good starting point is the comparison with Intranet

and Extranet as shown fgure?2.1.

Partner

Department
Customer

Internet

Figure 2.1: Intranet, Extranet and Internet

Intranet. An Intranetis a closed network, typically limited to a single organization unit, such as a
department or enterprise. It is run by a single authtnsaymanages the employed computirg d
vices and network components. Though there is no need to rely on global dsanuast Intranets

employ weltknown technologies. In addition, they introduce suitable profiles to ensure a é&éomog
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neous computing environmetitat can be easily managed, e.g. the same MS Windows operating

system on every computrinstalledand using &entral user profile management.

Extranet. Due to business demands, rines avaluableneed to accessitranet resources across
multiple organizatioal units, such as found among project partners or within a joint enterprise.
While the network components within an Intranet are actually still not accessible from outside, ot
ers are installed in thextranetthatmay be accessed from everywhere, such@slc web server.
They provide selected access to Intranet resources tikstameratabase and follow global e

munication standardsud as the network protocsiTTP.

Internet. In contrast to an Intranet and an Extranet,ltiternetis not managed by a single author

ty, limited to a certain purpose or closed to an organizaltionit. The Internet is observed as a
global network communication mediutinat enalbes different computing devices to communicate.

It is based on global and publicly accepted communication standadiservicessuch as the
Domain Name SysterDS), but does not impose the installation of a specific operating system or

use of a particular hardware component.

2.2.2 Characteristics

The Internet poses several constraints upon the deployment andyladdiistributed applications
[53]. A summary of the underlying characteristics is showRigure2.2 and described below

Open
Standards

Global
Availability

Public
Access

Spatial |
Installation v Heterogeneous
Altemating Assets
Configurations

Figure 2.2: Characteristics of the Internet
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Global Availability. Once an Internet application has been installed, it can be used from any place
around the world. There is no need for switching a particular link between two Internet nodes but
the Internet infrastructure is available all the time, e.g. proving 24/7k8satw@ news service. From

this point of view, an Internet application may be concurrently used by a large number of users

which may lead to performance and security problems.

Spatial Installation. The Internet is not limited to a certain location but represents a glotmal co
munication network. Related applications are distributed among various Internetthatlesve

been set up separately. The installation and configuration of an application barpeformed for

every node by a single authority. Local administrators and users do not follow a common policy but

usedifferent setugconfigurations such as firewall rules and directory organization.

Open Standards.An important key stone for the s@ss of the Internet is the foundation on open
standards. The interoperability of Internet applications is not btuadarticular implementation

but on public specifications. In this line, the open source idea gained much attraction by offering
solutionsthat may be used instead of and mixed with commercial software, such as Apache web

server or the Internet browser Mozilla Firefox

Public Access Another feature of the Internet is the provision of public access to any networked
resource. Apart from the dia costs to the local Internet provider, there are no furtharges

such as time or volume based connection fees. In conjunction wittotied gvailability and use of
open standards, this turned Internet computing into a ubiquitous appnaabhs influenceanany

area of everyday life, e.g. offerintheonline encglopedia Wikipedia at no charge.

HeterogeneousResources The Internet isa global conglomerate diighly diversecomputing @-

vices, operating systems and applications. In contrast to an Intranet, there is no common policy
which ensures a homogeneous operating environment. Due to this, Internet computing has to deal
with heterogneous assets, e.g. by distributing a specific implementation for every king-of su

ported operating systemslay relying onvirtual runtime environments, such as Sun Java.

Alternating Configurations. Another issue of the Internet is the diversity of @atf installations
thatleads toalternatingconfiguration scenarios from node to nobfeeffect, each Internet appie
tion is typically installed and chigured separately without considering a concurrent installation or
shareable resources, such as common code libristaesovert it is difficult to dynamically deploy

and comigure applications across multiple nodes without particular user intervention.
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2.2.3 Challenges

Considering the characteristichetInternet represents a particular network environrtreattim-

poses various challenges for runnintgrnetapplications, as described below.

Concurrent Repositories.In contrast to an Intranet, the Internet is a mugphace where distributed

and separately managed application repositoriesxigt. They allow the introduction of particular
features needed for large scale deployment scenarios, such as caching and fault tolerance. However,
application components may leencurrently deployed to various application repositories and the
availability of a component in weknown repositories cannot be guaranteed. Particular problems

are the retrieval of software components from multiple remote repositories, the discoeede of
repositories in unknown network scenarios and the encapsulation and transmission of related sof
ware packages. Furthermore, security issues, such as proving the authamtiorglidity of code

packages, must be tackled.

Software Evolution. Along with concurrent code repositories and software deployment, the pro

lem of identifying and employing appropriate code packagedeomand shows up. In a typicaksc

nario, an admirstrator identifies the right code libraries andfogures the application acedingly.
However, there is no common guideline for Internet environments how to tag and to distribute code
paclkages with additional attributes apart from the name. Moreover, different code packages may be
compatible and whereas the same code package beutdovided in different variants, e.g. one

with a commandine interface and another usingGUI dialog. Dynamic dependencysution
considering the current aligation scenario and available code packages is a further issue in this

context.

Portable SystemsSimilar to nomadic users, computing devices have turned into portable systems,
such as notebookBDAs or smart phones. They have to deal with changing network configuration
and interconnection scenarios, e.g. roaming through network cells. Another problem is e unpr
dictable change from online to offline operatitmthis context, existing network links may have to

be reestablished and switched. Furthermore, Internet applications cannot rely on a permanent co
nection to a remote service but have to maintain its execution state and data in offline mode. This
leads © another problem, namely resource consumption and capabilities. Small computing devices
may only be used to run a limited set of applications and thus resource sharing across applications

should be considered.

Runtime Environment. Another problem is caudeyy the heterogeneous nature of the Internet and
the changing use of different resources. On the one hand, it is not possibléigaresach e-




2. Towards On-Demand Internet Computing 17

source on every node in the same way. On the other hand, an application cannot be individually
implemented foeach type of resource. Often used solutions are virtual runtime environments, such
as provided by Sun Java. A developer is able to compile an application into the intermediate Java
byte codehatcan be instantaneously run on any host with a Java Vivtaehine VM) installed.
However, this approach does not address different host configurtttetmsay affect the apple:

tion composition, e.g. the lookup of read resources.

Large-Scale ExtensionThe large extent of the Internet and the comparatively limited bandwidth

of shared connections represent a particular challenge for the distribution of application code and
execution data. In contrast to a local netwahere bandwidths of up to 1 GBit/s are available, an
Internet connection is less capable and may even fail for several seconds. Particular scenarios are
mobile computing nodes, suchRBAs, which are usually equipped with ldyandwidth solutions,

such as Bluetooth or \Aki. Consequently, the amount of daltat has to be transmitted from the
source to the target host must be considered, e.g. by querying aaddgalfor already downloaded

application code.

Insecure Infrastructure. The Internet was designed to bridge distinct computing networks and
administraion domains.On the one hand, this approach follows the basic idea to create a public
networking infrastacture without imposing a orffer-all global network management; on the other
hand it inherits security problems by incorporating unknown andngially dangerous patrties.
Apart from intercepting and manipulating network communication, Internet compsystgms

have proven to be vulnerable against hacker intrusions, d#rselvice attacks and malicious code
received from remote sites. In this scenaricdemand computing has to address the integrity of

code deployment, object communication and raatenvironment.

Separated Administration. A basic difference of Intranets and Internet is the management of their
resources. The Internet is not ruled by a single organization but independently managed by diverse
authorities. There is no central instarthat may be used to update software installations ar sy
chronize user profiles across different nodes at the same time. Instead, each node has to manage
itself according to the application scenario, user context and network configuration. A reléited pro
lemis the lack of a common configuration policy. There is no guideline where to install application
libraries or how to access system resources. This makes it difficult for a developer to prepare the
operation of an application in a foreign computing envirentrand usually requires a separate m

nual installation process.
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2.3 Internet Computing

In this section, selected application scenaoibmternet computingre comparetb refine the pi-
ture Afterwards, related assets and user rolesledeiced to elalate the taskthathave to beper-

formedmanually

2.3.1 Application Scenarios

The Interneis usedfor variouscomputing purposeand applications. With respect to the chagact
ristics of the Interngpresentedn Section2.2.2 several applicatioscenariogo determine the basic

assets of Internet computiageconsidered

Personal Computing.Due to global availabilitand open standards, remote Internet resounegs
be accessed using distinct applications individually installed aniiigcoed on a personal conup

ting device, as shown irigure2.3.

User 1 Q User 2

Personal
Computing
Device 1 :

Personal
Computing
Device 2

Internet
Resources

Figure 2.3: Exclusive Use of a Loc&lomputingDevice

As an example, different web browser implementations can be used to access web pages in the
same way. The same is valid for other types of services, such as, FdlRetr SSH In personal
computingscenarios, the computing device is usually not shared with other users and the user does
not employ other devices, such RBAs or laptops. This results in a fixed assignment of device,

application and user.

Pervasive Computing.Another use of the Internet jiervasive computingnd thebreakup ofstrict
device assignment seen in perdamanputing by alternatand unconsciousmployment of various

computing devicef251], as shown irfrigure2.4.
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Pervasive Pervasive
Computing Computing
Device 1 Device 2

Internet
Resources

Figure 2.4: Alternate Employment dbistinct Computing Devices

After the user has finished using device 1, he or she may move from device 1 to device 2 and
continue his or her work, e.g. whitealking betweendistributed information desks in a museum or
bulletin boards spread in a smart home environn&nte theuse is notstrictly bound to a single
computing deviceandin turnthe same device may be alternately used by different \essh, @-

vice is dynamically customizetbr providing a personal working environmentie user.

Nomadic Computing. A further step along this line is the alternated mobileuse of portable
computing devices, such as laptop and handheld computers, in conjunction with mobile commun

cations technologiess shown irFigure2.5.

User

Desktop

Internet
Resources

Figure 2.5: Switching to Another Type of Computing Device
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In nomadic computingusers are enabled to access the Internet, programs and data at distinct
locations. A user may take the computing device with him or engage different personal computing
devices which, in contrast to pervasive computing, are typically assigned to thassarm®madic
computing is designed to provide the sysiemel support for users who travel and switch camp
ting devices while being on the move. The system support is meant to make this move as seamless

and transparent as possible.

Remote Computing. The global availabilityof the Internetand use of open standarddow to
accesscomputing resources iauniform way though running in lheterogeneousnvironment.in
remotecomputing a dedicated computer offerasourceswvhile other machines access these

sourcesemotely via the Internet, as showrFigure2.6.

Local Local
Computing Computing
Device 2

Device 1 :

Service 1

< o

Application
Server 1 Service 2
Application %
Server 2

Figure 2.6: Exclusive Assignment of afspplication Server

A popular example is thé/orld Wide Web (WWWhatis based on the use of web standards,
suchHTML andHTTP. A web browser can interact with every web server without any maslific
tion. An advanced option is the installation of custom web sertizgsre offered usin§VSDL,
SOAP and UDDI [327. For remote access on application objects like in the cbpgented @-
proach, there are croggatform solutios, e.g.CORBA.

Shared Computing. In another application scenario, the Internet supgbgsoutsourcing of gk
tinct computing services tapplication ServiceProviders ASB, such as web hosting companies or
computer centerdn shared computingenterprises let thirgarties operate and maintain thenr- a

plications and IT infrastructure, as showrFigure2.7.
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Figure 2.7: Sharing an Application Serveiith Multiple Services

Service providers seek to minimize the overall costs by untangling the fixed assignment of
computing resources, applications and customers. Instead, a service provisioning model allows the
dynamic allocation of computing resourceshasded. Customers may then choose the best suitable
application service provider for each task on aparyuse basis.

Parallel Computing. The focus ofparallel computingin the Interneis theconcurrentuseof vari-

ous computing devices to perform a carigtional taskas shown ifrigure2.8.
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Figure 2.8: Concurrent Employment dflultiple ApplicationServers
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A related approach is Grid computititat crosses administrative domains and different device
configurationg116. Common to all grids is their central management by a distinct gridthate
splits a computational task into smaller pieces, deytloym on available nodes and assemtiie
partial resuls after completion. Typical is also the use of a common Grid installation based on open
standards, such &lobus[135, which is deployed on each dmode in advance and used tm-co

trol the grid infrastructure later on.

2.3.2 Assets

From theapplication scenariosutlined inSection2.3.1, various assets found in Internet computing

are deducedasshown inFigure2.9 and described belaw

User Profile

Y
Software Co_rﬂponents @ ‘j @
8 O0a

Process Environment

Rk

y [ i Network
A1 111 |] Connections

| | | | — — - Runtime System —
Code Assembly i

Y

Computing Device

Figure 2.9: Assets of Internet Computing

Computing Device.The first asset is theomputing devicesed to manage and run an Interret a
plication. There are various hardware platforms and operating systems, and once installed, they are
typically not extended nor modified during runtime. However, an Internet user may switch from one
computing device t@nother or concurrently use different devices, e.g. a notebook and desktop

computer while synchronizing his or her meeting calendar.
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Runtime System.The next asset is th@intime systenthat actually executes the Internet applc

tion, such as Sun Java oParl interpreter. It can either run various applications at the same time or
exclusivelybe used for a single application only. Particular runtime environments, such as applet or
servlet containers, require extra application framewtnksoffer advancedeatures like dynamic

service loading and muléipplication resource management.

Software Component.An Internet application is typically built from diverseftware components
that are appropriately composed to form the desired application functiorfabtye components
may be dynamically loaded and shared by concurrently hosted applications while other components
are exclusively used by a single application. Particular comp@pgmbachesike Enterprise Java

Beans EB) need an appropriate application container to run, e.g. offered by an application server

Code Assembly. Software components are usually not deployed individually but grouped &nd di
tributed using @ode assemblyPopular examples of Java code assemblies are Java ArclhiNRs (
Web Archives \WVAR) and Enterprise Archive€£AR). Though code assemblies may be separately
created and managed, they usually rely on ansomspecificatiothatallowsthe runtime systerno

exchange and combine them by request.

ProcessEnvironment. If an Internet application is started, a relapedcess environmetrd created

that contains the application components and the task data. Depending on the underlying runtime
system, multiple applications may be also concurrently hosted in a single process environment, each
in a separated thread environment. This is often used for sedecinternet applications operating

as services for handling a user request.

User Profile. The execution of Internet applications may be customized by a user to meet his or her
preferences. The related settings are storeduisea profilethatis evaluded when a process anv
ronment associated with the corresponding user is createdbyesglecting the loolandfeel of a

GUI desktop. A user can create differeseuprofiles for distinct computing systems or use a single
profile thatis synchronized among the employed computing devices.

Network Connection. The finalasset in this enumerationngtwork connectiongsed by Internet
applications to access remote resources. Depending on the application scenario, various middleware
approaches are used, such as semimnted, messagariented and objeatriented middleware.

From a user's perspective, the use of remmesources is often transparently hidden by the underl

ing middleware approach.




24 2. Towards On-Demand Internet Computing

2.3.3 User Roles

Varioususers are involved to set up, maintamdcustomize an Internet computing systaswell
as to develop and deploy an Internet application and its softeanponentsas shown irFigure
2.10.
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> % Runtime
Installer
Component Assembly

Component
Provider installs
uploaded
Computing
Code retrieves g
- -
Repository
Assembly
Deployer Internet User
uploaded cets up
Application
Assembler

|
packages Administrator

Application Assembly

Figure 2.10: User Roles in Internet Computing

System Administrator. The system administratas responsible for the basic setup of a computing
device. Typically, he or she initially installs the hardware components and the operating system.
The continuing maintenance and update of core featuresasuibdvice drivers and hard disks, are
further tasks. In our consideration, the system administrator is not involved in installing aiRrd conf

guring a specific Internet application.

Runtime Installer. Another role isuntime installerthatdenotes users cagalof preparinga sut-

able runtime for hosting Internet applications, e.g. installing a Java Runtime EnvirodRENo(
downloading and configuring a Perl intezgar. The installer has to consider the current system
setup and choose appropriate software packages needed to execute the supposed Internet applic

tions, e.g. setting up an application server to host Java servlets.

Component Provider. The component proder is a developer who works on the development of
distinct software components. They are encapsulated in a component assembly and uploaded to a

code repository. In this context, a component assembly is a particular code aghatdugs not
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contain an mtire application but components along with related specification, e.g. about required

runtime properties and dependencies to other components.

Application Assembler. Similar to the tasks of a component provider,agplication assembler

works on thaedevelopment of applications by selecting software components andjperckaem in

an application assembly. An application assembly does not have to contain software code but may
also refer to component assemblies containing the desired components, wsmglmuery stag-

ments to look up for components matching a certain release.

AssemblyDeployer. Theassembly deployes the link between the development and the execution
of an Internet application. He or she decides which applications to deploy oaifec sfmenputing
device and manually retriesand installs related assemblies from the code repository. In a typical
scenario, there are various repositories to choose from and the deployemioastdothe reposib-

ries for recently released software afgb and bug fixes.

Internet User. The final role is thénternet usemho is actually employing the computer device to
launch a specific Internet applicatiorhe required runtime and application components are already
installed and cdiigured appropriately. In addition, the Internet user may customize the existing
configuration and store his or her preferences in a user profile. Bestieman user, an Internet
user may alsbean application accessing the computing device via a networkaogerf
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2.4 On-DemandInternet Computing

In this sectionthe definition ofOn-Demand Internet Computin@DIC) is deducedy considering
the shift from resourceentric to taskcentric computatiorintroduced with regula©On-Demand
Computing ODC) in a well-known network environment likan Intranetor an Extranet After-

wards ondemandfacetsof ODIC are worked outvith particular respect tthe elaboratedassets

and user rolesf Internet computingn the previous chapter

2.4.1 From ResourceCentric to Task-Centric Computation

Therearea number of visions concernif@@DC that are illustrated by means of differelmtisiness

cases an@pplication scenarios, such as nomadic computitiity computing anccloud compu-

ting. As summarized 110, "on-demand computing is a broad category that includes all the
other terms, each of which means something slightly diffelBegiending on theoncrete usea-

ticular features are emphasized in one scenario while in others they are not considered, such as
adaptive bandwidth allocation and dynamic software composti@@mmon characterization lfo

lows theuse casethathaveemerged along the rise @DC andaredescribed below

Infrastructure Management Inspired by thesucces®f web hosting and virtual private servers, a
increasing number of companidscoverthat outsourcing of infrastructure management reduces
costs by sharing commonly used facilities, such as computing camigisackup systems. In this
scenario, on demand computingaisointerpreted as an approach to facilitate the management and
utilization of own resourceacross distinct parties in the same compdimg costs are shared on the
amount of resourceactually consumed antherefore reflect the real level of business activty.
typical example is the dynamic allocation rotiltiple clusternodes according to the current task

requirementsln recent time, this trend is also denotethémstructureas-a-Service (laaS)218.

Application Server. A refinements theexploitationof managed computing platforms with am i
tegrated application stack already installed. The deployment of custom applications is fabyitated
removing the need to install, dogure and manage common software solutions stacks, such as a
LAMP installation(Linux, Apache, MySQl.andPHP),a Java Servlet Container an EJB server.
Typically, the application servers are hosted in a computing center and are remotely accessed, e.g.
by ushg SSH. In such a scenario, the idea of providingcpréigured application servers has been
further developed towardBlatformas-a-Service (PaaSyvhere the complete application deyelo

mentand deployment arexclusivelyperformed over the Internetuchas withGoogle AppEngine.
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Service Provider. The next step is thatilization of readyto-use appliances provided by service
providers, e.g. a web hosting platform or virtual root servers running on top of a shared computing
platform. A further developments the invention of a mulienant architecture in whictlistinct
customers share the same computing resources, e.g. dadabdgs®cess environmeWhile cus-
tomerrelated resources are virtually separated by the shared application instance, the overall
amount of memory and processing overhead is reduced compadaeadd¢hing and terminatinigo-

lated application instancdsr every customer. In particulahis approach has gained much attra

tion for accessingnternetapplicationservicesand is denotedsSoftwareas-a-Service (SaaS)

Software Leasing.In traditional computing, usebuy software packagend a number of related
licenses for lifetime; regardless whether the software is still needed or not, e.g. after the end of a
project.In a particular use casd on demand computing, required software is not bought but leased

for a period of time which typically cuts down associated license costs. In addition, a user can select
which features of an application suite he or she actuakygs and pay only the requested ones. The
software is then executed on a remote host, e.g. an application service provider, or the components
are downloaded and only runnable during the time periad foa. Following the naming schemes

of laaS, PaaS andi8S, this trendhightbe denoted aSomponentis-a-Service (CaaS)

Common to the illustrated usases ofODC is the shift fromresourcecentric towardstask
centric computatiomeplacing static resource allocation by dynamic resource assignasestiown

in Figure2.11.

In traditional resourceentrc computing, a computing resource is prepared by an administrator
to perform certain types of tasks only, e.g. number crunching or video conversion.-terask
computing, a user issues tasks and uses various computing resources withspéddEk £tup.
Since there is no static task assignment, a resource can be no longer appropriately administered and
provided for every possible computational task by the administrator in advance. In contrast, various
resourcessuch as application configurationsftevare components and user profilegy be used
to perform the computation; and have to be provided on demand and managed in the moment the

task is issued by the user.
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Figure 2.11: Shift from ResourceCentric to TaskCentric Computing

2.4.2 Facets

Transferringthe ODC approach to the Internet environme@n Demand Internet Computing
(ODIC) is definedas the spontaneous provision and configuratiomirnet asset® perform a
computational taskn demandAlong the assstillustrated inSection2.3.2 differentfacetsof OD-

IC are distinguished asutlined in Figure2.12 and described belaw

Device On DemandA basic facet is the dynamic allocation and grouping ofmding resources.

A resourcds no longer tightly bound to a certain task but is dynamically allocated and uséd in di
ferent scenarios. For example, a company may offer computing time in-gdrighmance server

farm according to the Grid approach. A customer can choose the nuhdggvers that should be
utilized to process a complex computation in a given time. A metering service turns the servers into
utilities on demandhatare only paid for the time they are used. In another scenario, desktep co
puters may not always be utéid and could be virtually combined to assist in a global computing
effort like in theSETIandFolding@homeprojects 11, 115.
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Figure 2.12: Facetof On DemandnternetComputing

Runtime On Demand.There are various types of Internet applicatithreg need different runtime
environments, such as Sun Java Runtime Environnd&H,( Microsoft CommonLanguage Ro-

time (CLR) or a Perl interpreter. The shift towar@®IC requires to provide appropriate runtime
environments on deman@n the client side, gpular examples are browser applets, such as Flash
animations, which offer to automatically download and inskedl required runtime before starting

the actual applet. The user does not have to ask an administrator for manual instahatithe
runtime loades are often designed to choose the proper installation files for the currently employed

computing devicand operating system.

Assembly On Demand. Besides the spontaneous employment of an available computing device
and the automatic installation of the runtime environment, the application itself has to be deployed
andcorfigured. This is often achieved by usinmgmote code repositories addployment unitshat

can be easily retrieved from the requesting computing node. For example, a Java applet is linked in
a web page along with the URL referritiga related Java Archive]AR) on the server. Th@éRE

plugin of the Internet browsers downloads 4R file as soon as the web page is visited by the
user andstarts the Java applet afterwards. In this example, there is no need to install softkrare pac

ages in advancd hisallows users to virtually start every applet on every computing device.

Component On DemandAnotheron-demand faces the provision of appiation componentand
the dynamic creation ofcustomapplications by assembling separately developed and deployed
componentsFor Internet computing environments, this is typically achieved by using particular

dynamic code loading approaches, sashMS ActiveX, SunJNLP andOSGL Theyallow retriev-
































































































































































































































































































































































































































































































































































































































































































































































































































































