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Abstract 

The replicability and credibility crisis in psychology and economics sparked the debate on 

underpowered experiments, publication biases, and p-hacking. Analyzing the number of 

independent observations of experiments published in Experimental Economics, Games and 

Economic Behavior, and the Journal of Economic Behavior and Organization, we observe that 

we did not learn much from this debate. The median experiment in our sample has too few 

independent observations and, thus, is underpowered. Moreover, we find indications for biases 

in reporting highly significant results. We investigate for which papers and experiments it is 

more likely to find reporting biases, and we suggest remedies that could help to overcome the 

replicability crisis. 

 

 

Keywords: Statistical power; statistical significance; meta-study; balanced randomization; 

caliper test 

JEL: C10; C12; C18 

  

                                                           
1 University of Kassel, Department of Economics, igor.asanov@uni-kassel.de 
2 Corresponding author: Clausthal University of Technology, Department of Economics, Julius-Albert Str. 2, 
38678 Clausthal-Zellerfeld, Germany, christoph.buehren@tu-clausthal.de 
3 European Parliament, zacharodimou.p@gmail.com 
 

javascript:linkTo_UnCryptMailto('wksvdy4sqyb8kckxyfJexs7ukccov8no');
mailto:christoph.buehren@tu-clausthal.de
mailto:zacharodimou.p@gmail.com


2 
 

1. Introduction 

In the last decade, researchers, reviewers, and editors in experimental economics demanded to 

focus more on the power of experiments. Underpowered studies (i.e., studies with a power 

lower than 80%) are less likely to find true effects. More severe and less obvious, underpowered 

studies inflate estimates undermining the purpose of scientific research (Button et al., 2013; 

Cohen, 1988). Publication decisions just on basis of statistically (and not economically) 

significant results and the aim of researchers to obtain statistically significant results lead to 

publication bias (Rosenthal, 1979), reporting biases, such as p-hacking (Simonsohn, Nelson, 

and Simmons, 2014), and HARKing (Hypothesizing After the Results are Known, Kerr, 1998). 

As a consequence, we likely have a biased view of (economic) results based on published 

papers.  

Unfortunately, replication studies in economics are very rare – 0.1% according to 

Mueller-Langer et al. (2019). It is little wonder that replications often fail to find the originally 

published effect sizes. Klein et al. (2014) and Klein et al. (2018), e.g., tried to replicate with 

their many labs project prominent experiments in psychology and behavioral economics. For 

anchoring, the authors find even higher effect sizes than in the published papers. In most of the 

other replications, however, the effect sizes were much lower than in the publications. This 

discrepancy was highest for priming experiments, for which the mean effect size in the many 

lab project was zero. The replication crisis in psychology, management, and economics led to 

a credibility crisis (see Anderson et al., 2015, Gilbert et al., 2016, Bergh et al., 2017, Byington 

and Felps, 2017, and Ioannidis, Stanley, and Doucouliagos, 2017). 

Analyzing a random sample of experiments published in three prominent field journals 

of experimental economics from 2011 to 2017, we show that the vast majority of experiments 

have by far too few independent observations and, thus, are underpowered in particular if 

experiments employ session-level randomization. Moreover, we find reporting biases 

especially for highly significant results in papers without hypotheses. The remainder of our 

paper is structured as follows: The next section reviews related literature on publication biases, 

p-hacking, and power of experiments. Section 3 derives our hypotheses, followed by a 

description of the data and methods that we use (Section 4). Section 5 reports our results, and 

the last section concludes and discusses our results.  

 

 



3 
 

2. Related Literature 

Ioannidi’s (2005) question “Why most published research findings are false?” started a 

discussion on the reliability and replicability of empirical findings in many disciplines (e.g., 

Pashler and Harris, 2012; Baker, 2016, Goodman, Fanelli, and Ioannidis (2016); Munafò et al., 

2017; Benjamin et al., 2018; Camerer et al., 2018), including economics (e.g., Dreber et al., 

2015; Camerer et al., 2016; Berry et al., 2017; Butera and List, 2017; Coffman, Niederle and 

Wilson, 2017; Maniadis et al., 2017; Drazen et al., 2019; Butera et al., 2020). Fanelli, Costas, 

and Ioannidis (2017) argue that scientific research across all disciplines should satisfy a 

minimum of standards to overcome problematic practices. The two most severe problems are 

underpowered studies and reporting biases. Low statistical power results in a low probability 

of finding effects that are true (Ioannidis, 2005). The tendency to deifying statistical significant 

results induces biases: cherry-picking of i) studies that yield statistically significant results – 

publication bias or ‘file drawer problem’ (Rosenthal, 1979), ii) the statistically significant 

results of a study (Simonsohn, Nelson and Simmons, 2014), or iii) the best hypotheses that 

support statistically significant results post hoc (Kerr, 1998). 

Fisher (1925) introduced the idea of significance levels and proposed the p-value as a 

tool to examine whether the sample provides evidence against the null hypothesis. (Fisher, 

1932: p.82) proposed the cut-off point p = 0.05: 

“If P is between 0.1 and 0.9 there is certainly no reason to suspect the hypothesis tested. 

If it is below 0.02 it is strongly indicated that the hypothesis fails to account for the whole of 

the facts. We shall not often be astray if we draw a conventional line at 0.05.”  

Since then, statistical significance at the 5%-level determined to a considerable extent 

scientific decisions in fields such as psychology, economics, medicine, and biology (e.g., Ziliak 

and McCloskey, 2008; Andrews and Kasy, 2019). For the academic community in economics, 

the 10%-level has been acceptable as well (Brodeur et al., 2016), whereas highly significant 

results are typically associated with p-values below 1%. Statistical significance was converted 

from a researcher’s tool to the researcher’s aim. As a consequence, reporting biases became 

more likely (Rosenthal, 1979; Simonsohn, Nelson, and Simmons, 2014).  

Should the publication decision depend on whether p-values of a study lie below a 

threshold, studies that provide significant results (p < 0.05) are more likely to get published, 

whilst those that provide non-significant results (p > 0.05) are more likely to be placed into the 

file drawer, and never be seen and read by others (Rosenthal, 1979). This publication bias 
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encompasses the dissemination of a significant amount of studies that provide only false-

positive results and the withholding of studies that provide non-significant results, which can 

still be important and provide substantial information if assessed and discussed (Abadie, 2020). 

Publication biases can happen either before the time of submission – when authors decide not 

to submit studies with non-significant results for publication – or in the reviewing process when 

reviewers reject studies with non-significant results (Rosenthal, 1979; Franco, Malhotra and 

Simonovits, 2014). The most severe case of the file drawer problem would be that the 5% of 

the studies that produce false-positive findings are published in journals, and the remaining 

95% of the studies that produce negative results are unpublished and hidden in researchers' and 

reviewers' file drawers (Rosenthal, 1979). As a consequence, published results are possibly an 

inaccurate portrayal of reality (Ioannidis, 2008; Pashler and Harris, 2012).   

Instead of not submitting the whole study for publication, researchers could report solely 

the findings that meet the criterion of statistical significance or manipulate and analyze the data 

in such a way that produces significant results (Simonsohn, Nelson, and Simmons, 2014). In 

particular, 'p-hacking' includes reporting only the measures and conditions that pass a certain 

threshold for statistical significance, excluding participants, using covariates, transforming the 

data, and adjusting the sample size (Simonsohn, Nelson, and Simmons, 2014). Synonyms of p-

hacking are ‘data snooping’ (White, 2000), ‘bias’ (Ioannidis, 2005), ‘significance chasing’ 

(Ioannidis and Trikalinos, 2007), and ‘specification searches’ (Gerber and Malhotra, 2008). A 

further reporting bias is to formulate a hypothesis that supports a significant finding post hoc, 

but presenting it as an a priori hypothesis - ‘HARKing’ (Kerr, 1998). A similar dimension of 

HARKing is concealing an a priori hypothesis that provided negative findings (Kerr, 1998). 

Practices of selective reporting of statistically significant results increase the chances of a study 

to be published. Nonetheless, researchers might not deliberately try to deceive reviewers, 

readers, and the academic community (Simmons, Nelson, and Simonsohn, 2011; Simonsohn, 

Nelson, and Simmons, 2014). They could tend to subconsciously process ambiguous 

information in a biased manner to favor the conclusion they want to reach (Kunda, 1990; 

Bastardi, Uhlmann, and Ross, 2011; Simmons, Nelson, and Simonsohn, 2011). 

Statistical significance is, by definition, a tool for null hypothesis testing rather than a 

tool for statistical inference. However, many researchers confuse statistically significant with 

economically significant findings: Ziliak and McCloskey (2004) review articles published in 

American Economic Review in the 1990s and find that of the studies including at least one test 

of statistical significance, 82% identified statistical significance with economic significance. In 



5 
 

this regard, there is an increasing concern in the academic community that in the pursuit of the 

longed-for statistical significance, p-values could be misused and misinterpreted (Goodman, 

1999 and 2008; Hubbard and Lindsay, 2008; Ziliak and McCloskey, 2008; Biau, Jolles and 

Porcher, 2010; Greenland et al., 2016; Vidgen and Yasseri, 2016). Wasserstein and Lazar 

(2016) highlight that the p-value by itself provides poor evidence against or in favor of the null 

hypothesis, and that it should not be considered alone, but together with other statistical 

measures. Statistical power, e.g., should be used to evaluate the importance of a scientific result 

(Ziliak and McCloskey, 2008). It reveals the probability of finding an effect given this effect is 

true, and it is inversely related to the false-negative rate. In other words, low statistical power 

signifies more false-negative inferences and a lower chance of discovering a genuine effect. For 

example, designing an experiment with a power of 80% implies expecting to find 80 of 100 

true effects of a given magnitude and significance level.  Experiments with a power of 20% will 

only expect to find 20 of the 100 true effects of a given magnitude and significance level. More 

severe, an underpowered experiment is accompanied by a low probability that a significant 

research finding is true (Ioannidis, 2005; Moonesinghe, Khoury, and Janssens, 2007; Button et 

al., 2013; Munafò et al., 2017; Czibor, Jimenez-Gomez and List, 2019).  

However, Ziliak and McCloskey (2004) observe that only 8% of the articles published 

in the American Economic Review in the 1990s considered the power of the tests – in the 1980’s 

it was only 4.4% (McCloskey and Ziliak,1996). Ioannidis, Stanley, and Doucouliagos (2017) 

calculate a median power of 18% in a meta-analysis of 6,700 empirical economic studies. Zhang 

and Ortmann (2013) review 95 articles from Experimental Economics between 2010 and 2012, 

none of which considered optimal sample size and statistical power. In a meta-analysis of 

dictator games, Zhang and Ortmann (2013) calculate a median power of 25%. Bellemare, 

Bissonnette, and Kröger (2014) examine experimental practices in 116 experiments published 

in Experimental Economics between 2012 and 2013 and conclude that statistical power did not 

play any role in determining the sample sizes of the experiments. DellaVigna and Linos (2020), 

studying two well-powered Nudge Unit trials in the United States and another sample of nudge 

trials published in academic journals from two meta-analyses, found that in the Nudge Unit 

trials the average impact of nudge interventions is highly statistically significant but smaller at 

1.4 percentage points. They showed that this difference could be explained to a great extent by 

publication bias and low statistical power. 
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3. Hypotheses 

The nature of our study is descriptive and explorative. Nevertheless, we formulated hypotheses 

before collecting and analyzing our data. First, given the previous literature (e.g., Zhang and 

Ortmann, 2013), we expect that the laboratory experiments are underpowered. 

Hypothesis 1a: The median laboratory experiment does not achieve the minimum desired 

level of statistical power. 

Our main focus is to consider the unit of randomization – in particular, individual or session-

level randomization – and, thus, assess the power of the experiments from this perspective. In 

case of a higher level of randomization – session – the power can be drastically decreased 

compared to a lower level of randomization – individual – even though one would have the 

same number of participants. This issue is often referred to as the “design effect” (Mead, 

Gilmour, and Mead, 2012; Glennerster and Takavarasha, 2013). Unless we observe that the 

design effect is taken into account by researchers and the experiments with a higher level of 

randomization have a larger number of participants, we expect that experiments with session-

level of randomization will be even more underpowered compared to experiments that 

randomize at the individual level. 

Hypothesis 1b: The median laboratory experiment that randomizes at the session-level has 

lower statistical power than the median experiment that randomizes at the individual level.  

Brodeur et al. (2016) analyzed the distribution of z-statistics for laboratory experiments 

and found that discontinuities around significance thresholds were less visible compared to 

other samples. However, we hypothesize to find evidence of reporting biases just below the 

three conventional levels of statistical significance. 

Hypothesis 2a: The incidence of reporting biases is present around the 0.01 significance level. 

Hypothesis 2b: The incidence of reporting biases is present around the 0.05 significance level. 

Hypothesis 2c: The incidence of reporting biases is present around the 0.1 significance level. 

Next, we turn to the analysis of the sub-sample heterogeneity to provide explorative 

analysis of the heterogeneity. We presume that the occurrence and strength of reporting biases 

may be associated with article characteristics, reporting techniques, and experimental practices. 

Considering that the academic community has progressively recognized the problem of 

reporting biases, we hypothesize that the adoption of practices such as p-hacking or HARKing 

declines over time.  
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Hypothesis 3a: The incidence of reporting biases decreases over time. 

The occurrence and intensity of reporting biases may vary with the number of authors. 

Collaboration, as well as the combination of skills and knowledge, could translate to less 

subjective scientific work (Hudson, 1996). Thus, we believe:  

Hypothesis 3b: The higher the number of authors that are involved with the research and the 

article, the lower the levels of reporting biases. 

Moreover, without speculating on a ranking of Experimental Economics, Games and Economic 

Behavior, and Journal of Economic Behavior and Organization, we think: 

Hypothesis 3c: The incidence of reporting biases varies with the journal.  

We further suspect that there is a link between the occurrence of reporting biases and the 

presentation of empirical results. Results that are statistically significant and/or support the 

alternative hypotheses of the article are usually reported as the main results. Therefore, 

reporting of tests could be more biased if they belong to main results rather than robustness 

checks (Brodeur et al., 2016). 

Hypothesis 3d: The incidence of reporting biases is higher among the main results than among 

non-main results.  

Furthermore, Brodeur et al. (2016) find that reporting biases are more prevalent among 

tests that use eye-catchers to denote statistical significance, which leads us to:  

Hypothesis 3e: The incidence of reporting biases is higher among tests denoting statistical 

significance merely through eye-catchers than among tests explicitly declaring p-values. 

The next two hypotheses are also based on Brodeur et al. (2016), who argue that reporting 

biases can be restricted if the experimental paper relies on a list of hypotheses and/or a formal 

model.  

Hypothesis 3f: Articles without an explicit list of hypotheses are more vulnerable to biased 

reporting.  

Hypothesis 3g: Articles without a theoretical model are more vulnerable to biased reporting.  

Compared to one-shot experiments, experiments that are repeated in more rounds offer a 

higher number of observations per subjects (but the same number of independent observations). 
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Renkewitz, Fuchs, and Fiedler (2011) observe stronger discontinuities in p-values of 

experiments with more rounds compared to one-shot experiments. Thus, we hypothesize: 

Hypothesis 3h: The incidence of reporting biases is higher if the experiment uses repeated 

games than one-shot games. 

Similarly, reporting biases are likely to vary also by the number of independent 

observations: 

Hypothesis 3i: The incidence of reporting biases is influenced by the number of independent 

observations. 

 

4. Data and Methods 

We randomly drew articles published in Experimental Economics, Games and Economic 

Behavior, and Journal of Economic Behavior and Organization between 2011 and 2017. For 

each journal and each year we randomly sampled 10 articles by generating random numbers 

corresponding to the issues in the volumes, and articles.4 Thus, we draw a random sample of 

182 articles in those three journals with 10 articles per journal per year. 78 articles presented 

laboratory experiments, but 9 of them do not provide any empirical tests in tables in the paper. 

Thus, we provide an analysis of 69 articles which included at least one empirical test of 

laboratory experiment provided in a table (the appendix lists all these papers). We followed 

Brodeur et al. (2016) and Bruns et al. (2019) in collecting general and statistical information of 

the articles and included specific information on the experiments. We use exactly the data 

reported in the original papers without rounding and included all treatment and control variables 

for which tests are reported in the paper – excluding descriptive statistics. Table 1 lists the 

paper- and test-specific variables that we collected. 

 

  

                                                           
4 We used a web tool that generates random numbers, namely random.org (Haahr, 2019). For each generation of 
random numbers, a specific timestamp was automatically generated (e.g., Timestamp: 2019-03-21 20:29:11 UTC). 
For transparency purposes, all the random numbers generated and their timestamps were recorded and kept. 
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Table 1. Included variables 

Article-specific variables 
Year Year of publication  
Journal Name of the journal  
Volume  Volume of the journal 
Issue Issue of the journal 
Title Title of the article 
N.authors Number of authors 
Author_# First and last name(s) of author #  
Sample.size Sample size of the laboratory experiment 
Treatments Number of the treatments in the laboratory experiment 
Formal.model 1 = formal model, 0 = otherwise 
List.hypotheses 1 = explicit list of hypotheses, 0 = otherwise 
One.shot 1 = one-shot experiment, 0 = otherwise 
  
Test-specific variables 
N.pvalue Running number for each test per article  
Eye.catchers 1 = statistical significance reported through eye-catchers, 0 = 

otherwise 
Between.subj 1 = between-subject design, 0 = otherwise 
Within.subj 1 = within-subjects design, 0 = otherwise 
Between.sess 1 = between-session design, 0 = otherwise 
Within.sess 1 = within-session design, 0 = otherwise 
Balanced.observables 1 = randomization balanced on observables characteristics, 0 = 

otherwise 
Regression 1 = regression, 0 = otherwise 
Test.type Statistical method or type of test  
Controls.before 1 = controls before the treatment that can be affected by treatment 

(basically, any except demographic characteristics: age, gender, 
faculty), 0 = otherwise 

Controls.after 1 = controls after the treatment that can be affected by treatment 
(basically, any except demographic characteristics: age, gender, 
faculty), 0 = otherwise 

Controls.from 1 = controls from experiment for non-treatment variables (e.g. risk 
preferences, gender), 0= otherwise 

Controls.question 1 = controls from end-of-session questionnaire for non-treatment 
variables (e.g. risk preferences, gender), 0 = otherwise 

Indep.obs Number of independent observations of the test 
Subj Number of subjects of the test 
Obs Number of observations of the test 
Two.sided 1 = two-sided test, 0 = one-sided test 
Appendix 1 = test comes from a model that belongs to an appendix, 0 = 

otherwise 
Robustness 1 = test comes from a model that is explicitly declared to be a 

robustness check or extension, or the table belongs to a section 
that conducts robustness checks, 0 = otherwise 
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Pvalue p-value of the test as reported in the article if available 
Tstat t-statistic of the test as reported in the article if available 
Zstat z-statistic of the test as reported in the article if available 
Coef coefficient of the test as reported in the article if available 
Se  standard error of the test as reported in the article if available 
P.eyecatcher Reported significance levels by means of eye-catchers (0.1 = <0.1, 

0.05 = <0.05, 0.01 = <0.01, 0.001 = <0.001, 0 = not significant) 
Source Table, row, and column from which the test is extracted 

 

Only a small number of papers present more than one experiment – in these cases, the 

sample size, the number of sessions, and the number of treatments varies across the tests of the 

paper. In a few studies, the number of subjects is not explicitly mentioned but can be calculated. 

We consider if the paper includes a theoretical model and if the authors use an explicit list of 

hypotheses. Moreover, we control if the experiment is a one-shot game or consists of more 

rounds.  

We assess for each test of the experiment whether it is based on a within- or between-

subject design and check the level of randomization: between-session randomization if sessions 

are assigned to treatments or within-session randomization if individuals within a session are 

assigned to treatments. Additionally, we assess if the randomization is balanced on observables 

characteristics of the subjects like age or gender (Bruhn and McKenzie, 2009). We observe 

whether the tests are in regressions or non-parametric tests and whether they are one- or two-

sided. Furthermore, we analyze if the tests employ eye-catchers, such as stars or letters, to signal 

statistical significance. We also distinguish between main results and robustness checks – in 

cases of ambiguities, we conservatively consider the test as a main result. For every test, we 

collect the test statistics, coefficients, standard errors, and p-values or the significance levels.  

We take into account if the tests use control variables: i) variables that can be affected 

by treatment and are collected before the treatment, ii) variables that can be affected by 

treatment and are collected after the treatment, iii) non-treatment variables that are collected 

before the treatment, and iv) non-treatment variables that are collected after the treatment. 

Control variables that can be affected by treatment cannot be variables such as demographic 

characteristics, age, faculty, or gender. Conversely, non-treatment control variables can be 

gender, age, demographic characteristics, or personality traits such as risk aversion, other-

regarding preferences, or the 'Big-Five' personality dimensions. Questionnaires that elicit this 

kind of information (i.e., non-treatment variables) can be placed at the beginning or at the end 

of a session. In case that subjects have to fill in a questionnaire containing questions to their 

personality characteristics and attitudes after completing the experimental tasks, it is important 
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to bear in mind that that the specific characteristics may be influenced by the experiment. In the 

z-tree software (Fischbacher, 2007), the questionnaires are run at the end of a session 

(Fischbacher, Bendrick, and Schmid, 2015). Given that most economic laboratory experiments 

are programmed with z-tree, it is reasonable to expect that questionnaires are conducted after 

the experiment. In the majority of the papers (46 out of 69 articles), the authors confirmed the 

use of z-tree. A few articles included non-treatment variables in statistical tests without 

explicitly stating whether these variables were extracted from pre-session or post-session 

questionnaires. If these experiments employed z-tree, we coded them as variables from a post-

experimental questionnaire; if not, we code them as non-treatment variables from a pre-session 

questionnaire. 

We collect the number of subjects in the experiment and the number of observations: 

the number of choices that subjects make during the experiment. Finally, we analyze the number 

of independent observations per test at the level of randomization, thus, aiming to assess the 

effective sample size: the sample size that accounts for the correlation between observations.  

To illustrate the necessity to analyze independent observations or the effective sample 

size, consider the following example from educational economics. The researchers have access 

to 6,000 students in 6 schools to test the effect of an educational program on a knowledge test. 

Due to the practical reasons they randomly allocate 3 schools to the treatment group and 3 

schools to the control group. Thus, researchers can treat up to 3,000 students and observe up to 

3,000 students in the control condition. Now, they think about how many of them to treat given 

budget limitations. A large number of observations is better. However, schools differ, e.g. 

students from private schools in rich areas will probably get higher results on the knowledge 

test. Adding additional students not necessarily yield entirely new information, as values are 

not independent. To which extent it undermines the study depends on the level that differences 

in the knowledge test can be explained by school characteristics (cluster) – intra-cluster 

correlation. Formally, intra-cluster correlation (ICC) is defined by:    

𝜌𝜌 =
𝑠𝑠𝑏𝑏2  

𝑠𝑠𝑏𝑏2 + 𝑠𝑠𝑤𝑤2
 

, where s2
b is the variance between clusters and s2

w the variance within clusters. If 𝜌𝜌 =

0, no variance is explained by cluster characteristics. If 𝜌𝜌 = 1, all the variance is explained by 

cluster characteristics and the effective sample size is equal to the number of independent 

observations. In our example, if 𝜌𝜌 = 1, the effective sample size is equal to 6 (i.e., the number 

of schools), which leads to an underpowered study.  
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In the context of economic laboratory experiments, if researchers randomize within-

subject or within-session with the unit of randomization - subject, one can treat each subject as 

an independent observation. However, if researchers randomize between groups of subjects, 

one has to consider the group-specific effect.  It is particularly pronounced when researchers 

randomize on the session level, where session-specific characteristics affect the data generating 

process: time of the session (morning/evening session, weekday, month, year of the session), 

time of invitation for the experiment, self-selection of subjects to specific session slots, 

differences in running the sessions (different research assistants, technical problems, unplanned 

deviations from study protocol), etc. As a consequence, one has to take non-independence of 

sessions into account and consider observations on the level of sessions as independent 

observations. Thus, we focus on the number of independent observations per test at the level of 

randomization. In within-subject designs, the number of independent observations is equal to 

the total number of subjects of all sessions. In between-subject designs, it is typically equal to 

the total number of sessions. There are very few cases in which experimenters use between-

subject designs, but randomize within-session, that is run all the treatments in each session. 

 

5.  Results 

Out of the total number of tests we collected, 71% are published in Experimental 

Economics 16% in the Journal of Economic Behavior and Organization and 13% in Games 

and Economic Behavior. The average number of tests per article is 46, the median is 40. The 

minimum number of tests per article is 3 and the maximum 185. The vast majority of the articles 

(89%) are co-authored – the median number of authors is two. Similarly, Card and Dellavigna 

(2013) observe an average of 2.3 authors of papers published in top economics journals in 2012. 

Less than half of the papers provide a theoretical model accompanied by hypotheses before the 

results section. The number of tests is slightly higher in these papers compared to papers without 

theoretical models and hypotheses.  
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Table 2. Descriptive statistics 

  Number of… 
  Articles Tests 
Experimental Economics 49 2,264 
  [71] [71] 
Economic Behavior and Organization 13 510 
  [19] [16] 
Games and Economic Behavior 7 398 
  [10] [13] 
Single-authored 8 350 
  [12] [11] 
Double-authored 31 1,540 
  [45] [49] 
Multiple-authored (authors ≥ 3) 30 1,282 
  [43] [40] 
Formal model 33 1,729 
  [48] [55] 
Explicit List of Hypotheses 34 1,751 
  [49] [55] 
One-shot experiments 15 488 
  [22] [15] 
Between-subject randomization   2,591 
    [82] 
Between-session randomization   2,510 
    [79] 
Regression   2,568 
    [81] 
Two-sided tests   3,046 
    [96] 
Randomization balanced on observables   0 
    [0] 
Main Results   2,699 
    [85] 
Using eye-catchers   2,655 
    [84] 

Notes: This table reports the number of tests and tests for each sub-category. Proportions 
relative to the total sample are mentioned in brackets. 
Source: Experimental Economics, Journal of Economic Behavior and Organization and Games 
and Economic Behavior, 2011-2017. See the list of laboratory experiments included for the 
analysis in the appendix. 
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The sample size ranges from 30 to 895 subjects, and the median number of subjects is 

180. The median number of treatments equals four. Around 80% of the experiments use a 

between-subject design and randomize between sessions – only two between-subject designs 

allocate more than one treatment to a session. 22% of the experiments are one-shot games. We 

classify 85% of the tests in our sample as the main results. Most of the studies use regression 

analyses and nearly all of the tests are two-sided. 84% of the tests use eye-catchers, such as 

stars, to indicate significance levels. Not a single paper in our sample balances the 

randomization on observable characteristics of the subjects across treatments. 

A few tests control for non-treatment variables elicited from post-experimental 

questionnaires, such as gender and risk preferences. The average number of subjects per test is 

approximately 146, and the median 98. However, the average number of independent 

observations per test is around 53, and the median number of independent observations per test 

is only eight: 6 for tests in a between-subject design and 120 for tests in a within-subject design. 

Figure 1 illustrates the discrepancy of subjects (upper panel) vs. independent observations 

(lower panel) in between-subject designs (left panel) – for within-subject designs, subjects and 

independent observations are identical (right panel). 

Between-subject design            Within-subject design  

Figure 1. Subjects and independent observations per test. 
Notes: The upper panel of Figure 1 shows the number of subjects per test in between-subject 
designs on the left side and within-subject designs on the right side. The lower panel of Figure 
1 shows the number of independent observations per test in between-subject designs on the left 
side and within-subject designs on the right side. Source: Experimental Economics, Journal of 
Economic Behavior and Organization and Games and Economic Behavior, 2011-2017. See the 
list of laboratory experiments included for the analysis in the appendix. 
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A vast majority of the experiments (around 80%) use between-subject design 

randomizing between sessions, we at first analyze the power of experiments in this case. We 

collected data on the number of sessions for each test thus we can analyze the power of 

experiments given the observed range of the number of sessions. We distinguish between a 

small, and for experiments realistic, effect size of 0.2 (times the standard deviation) and a 

medium, and ambitious, effect size of 0.5 (Cohen, 1988). For each session, we use the median 

number of 21 subjects calculated from our sample. More importantly, we consider the intra-

cluster correlation of the data between sessions for power calculations (Spybrook et al., 2011).  

The elementary power calculations are summarized in Table 3. 

Table 3. Power calculations depending on sessions number, effect size, intra-cluster 
correlation 

Effect size 0.2 0.5 
                     ICC 
N of sessions 

0 0.1 0.25 0.5 0 0.1 0.25 0.5 

Minimum  2 - - - - - - - - 
Median 10 0.24 0.12 0.08 0.06 0.89 0.46 0.26 0.17 

Maximum 68 0.95 0.58 0.33 0.21 0.99 0.99 0.96 0.81 

Notes: N of sessions: Number of sessions; ICC: Inter-cluster correlation. We observe the 
number of sessions and provide power calculations using the Optimal Design software 
(Raudenbush et al., 2011), two treatments, and a significance level of 0.05.  

It is barely reasonably to provide any power calculations when only two sessions are 

run with treatment randomization on the session level – that is the minimum number of sessions 

that we observe –   or three sessions with one treatment per session – that we also observe -  as 

it is unclear how to differentiate the treatment effect from the session effect in those cases. Thus, 

we next focus on the median experiment using the median number of sessions per test from our 

sample. The median number of sessions per test is ten.  With an effect size of 0.2, experiments 

with ten sessions will not have higher power than 24%.5 A power of more than 80% can only 

be achieved with an ambitious effect size of 0.5 of the standard deviation and if there would be 

no intra-cluster correlation.6 Only with the maximum number of sessions in our sample of 68, 

80% power to find effect sizes of 0.5 is reached with all levels of intra-cluster correlation that 

                                                           
5 We aim to estimate the upper bound of the statistical power. Thus, we assume two treatments per experiment.  
6 To get a sense of intra-cluster (session) correlation (ICC) for experimental economics, we estimate ICC using 
data from the “Experimental Economics Replication Project” (Camerer et al., 2016), which provides high-quality 
replications of 18 experiments from high-ranking economic journals. Based on these estimations, we see that ICC 
can be close to zero, but can reach more than 0.7. As these studies are provided in line with common study protocols 
by highly trained teams of researchers, one can assume that the level of ICC depends more on the type of outcome 
variable or subject pool rather than experimental procedures in these experiments. In these cases, we are likely to 
observe lower-bound of ICC, and thus, the assumption of zero ICC is barely justifiable for any individual 
experiment.  
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we analyze (from 0 to 0.5). Effect sizes of 0.2 will only be detected with a power of 80% if the 

intra-cluster correlation is below or equal to 0.04.7  

We further provide power estimations for within-subject designs (a minority in our 

sample) with randomization at the individual level. We use the range of subjects of our sample, 

the significance level of 0.05, and distinguish between a small, and for experiments realistic, 

effect size of 0.2 (times the standard deviation) and a medium, and ambitious, effect size of 0.5 

(Cohen, 1988). The medium number of subjects of within-subject experiments in our sample is 

120 - the power to find effect sizes of 0.2 in this sample is only 58%. Effect sizes of 0.5 are 

found with a power of 80% and more than 130 subjects. We see that even within-subject design 

the studies are rarely reach desired power, but this is a minority of the studies. 

  

 
Figure 4. Histogram of z-values with c = 0.025. 
Notes: The figure shows the histogram for z-values from 1 to 4. Thresholds of statistical 
significance are shown for α = 0.1 (z = 1.64), 0.05 (z = 1.96) and 0.01 (z = 2.58). 
Source: Experimental Economics, Journal of Economic Behavior and Organization and Games 
and Economic Behavior, 2011-2017 (see appendix). 
 
Next, we turn to the analysis of the distribution of z-values from tests based on 3 172  tests in 

our sample (69 randomly selected articles) to get a sense if the analysis of laboratory 

experiments shows signs of the reporting bias.8  Figure 4 compares if the papers in our sample 

report more p-values that are just below – vs. just above – the common thresholds of 10%, 5%, 

                                                           
7 Note that more than 75% of the tests in our sample comes from parametric regression analyses. Thus, we focus 
on power based on parametric tests. However, a considerable minority (around 21% in our sample) is non-
parametric. As non-parametric tests are more conservative, one would expect that studies can have even less power 
on average.  
8 We do a similar analysis as Brodeur et al. (2016) who examine the reporting bias in three journals - American 
Economic Review, Quarterly Journal of Economics, The Journal of Political Economy – their sample of 
laboratory experiments is based on 3 503 tests (86 articles).  
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and 1%. We analyze if the corresponding z-values in a pre-defined range above 1.64, 1.96, and 

2.58 are overrepresented compared to the same range below these thresholds (caliper test). 

Figure 4 considers the range of the caliper size of 0.025 and shows that suspiciously too many 

tests in our sample are just highly significant. We investigate this suspicious pattern with the 

help of caliper tests – one-sided binomial tests of the z-value distribution – for different caliper 

sizes (c = 0.01, c = 0.025, and c = 0.05). We construct lower bound confidence levels using a 

non-parametric bootstrap procedure clustered on the paper level to account for the non-

independence of reporting in papers (1000 bootstrap samples). In absence of a reporting bias, 

the number of z-values under or over the caliper (p-value = 1%, z-value = 2.58) shall be 

binomially distributed (pb=0.5), especially in narrow intervals of the caliper size. However, 

Table 3 shows that the binomial probability exceeds 0.5 for all levels of caliper sizes, and this 

binomial probability is particularly large for narrow levels of caliper sizes.  

Table 4. Caliper tests at the 0.01 significance level 

 
Caliper  

Size 
c 

  

Number of z-
values Binomial 

probability 
pb 

0.95 lower 
confidence 

bound under 
caliper 

over 
caliper 

0.010 9 30 0.769 0.611 
0.025 23 46 0.667 0.531 
0.050 55 68 0.553 0.438  

Notes: Caliper tests with z-values of two-sided tests for various subsamples at the 0.01 
significance level and three caliper sizes (c = 0.01, c = 0.025, and c = 0.05) are shown. Binomial 
probabilities pb larger than 0.5 and 95% lower confidence bound higher than 0.5 are highlighted 
in bold. The confidence bound of the binomial probability is constructed with the help of a 
cluster-bootstrap procedure with 1000 bootstrap samples clustered at the paper level. The power 
of the caliper tests for the sample is 80% for the effect size of 0.25 standard deviation with ICC 
= 0.11. We analyze 69 papers with on average 46 tests, Intra-cluster (paper) correlation within 
the sample is 0.11(Lower 95% CI: 0.077; Upper 95% CI: 0.16).  
Source: Experimental Economics, Journal of Economic Behavior and Organization and Games 
and Economic Behavior, 2011-2017 (see appendix). 
 

We provide exploratory analysis if the reporting bias observed in Figure 4 and Table 3 

cannot be explained by random, and we investigate deeper the observed strong discontinuity in 

our sample by the paper- and test-specific variables that we collected (see Tables 1 and 2).  The 

estimations are reported in the appendix (Table 3A). The observed discontinuities are observed 

in all years. However, discontinuities especially prevalent in double-authored papers (see Beck 

et al., 2018, for a similar result on lying in a group of two), in Experimental Economics and 

Games and Economic Behavior, in main results, without eye-catchers, without hypotheses, and 
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in experiments with more than one round and with less than eight independent observations. 

Those results point out some heterogeneity in reporting bias, however, further research is 

needed to make a more conclusive statement.  Table 4 presents a summary of our results. 
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Table 5. Results of hypotheses   

Hypothesis Support Comments 

Main analysis   

1a: The median laboratory experiment does not 
achieve the minimum desired level of statistical 
power. 

Yes  

1b: The median laboratory experiment that 
randomizes at the session-level has lower 
statistical power than the median experiment that 
randomizes at the individual level. 

Yes  

2a: The incidence of reporting biases is present 
around the 0.01 significance level. 

Yes  

2b: The incidence of reporting biases is present 
around the 0.05 significance level. 

No  

2c: The incidence of reporting biases is present 
around the 0.1 significance level. 

No  

Exploratory analysis   

3a: The incidence of reporting biases decreases 
over time. 

No Evidence for reporting bias in 
papers published in 2013 and 
2015. 

3b: The higher the number of authors that are 
involved with the research and the article, the 
lower the levels of reporting biases. 

No Evidence for reporting bias in 
double-authored papers. 

3c: The incidence of reporting biases varies with 
the journal.  

Yes Evidence for reporting bias in 
Experimental Economics and 
Games and Economic Behavior. 

3d: The incidence of reporting biases is higher 
among the main results than among non-main 
results.  

Yes Evidence for reporting bias in the 
main results. 

3e: The incidence of reporting biases is higher 
among tests denoting statistical significance 
merely through eye-catchers than among tests 
explicitly declaring p-values. 

No Strong evidence for reporting bias 
in tests without eye-catchers. 

3f: Articles without an explicit list of hypotheses 
are more vulnerable to biased reporting.  

Yes Evidence for reporting bias in 
tests without an explicit list of 
hypotheses. 

3g: Articles without a theoretical model are more 
vulnerable to biased reporting.  

Yes Evidence for reporting bias in 
articles without a theoretical 
model. 

3h: The incidence of reporting biases is higher if 
the experiment uses repeated games than one-shot 
games. 

Yes Evidence for reporting bias in 
repeated games. 
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6. Conclusion and Discussion 

We drew a random sample of lab experiments published in three specialty journals from 2011-

2017 and analyzed their number of independent observations, their power, and indications of 

reporting biases. We find that the median experiment in our sample uses between-session 

randomization with 10 independent observations yielding to the power of typically less than 

24%. Furthermore, we find evidence for reporting biases for highly significant results (p < 

0.01), which are especially noticeable in papers without hypotheses. 

Looking at our results, we are still at the beginning to find a way out of the replicability 

and credibility crisis in economics.  In this paper, we draw attention to the unit of randomization 

as it determines effective sample size, independent observations, and thus, the power of the 

experiment. Specifically, we wanted to assess if those design effects are taken into account in 

the laboratory experiments at the stage of execution of the experiment. The evidence-based on 

not large, but a random sample of papers in three specialty journals from 2011-2017 points out 

that it is unlikely to be the case. The vast majority of the experiments randomize on the session 

level resulting in too few independent observations, thus, undermines the power. Moreover, we 

find that laboratory experiments also not immune to reporting biases.  

Though disappointing, those results have a straightforward positive message. The 

researchers shall pay more attention to the level of randomization in the laboratory experiments 

(see also Bellemare et al., 2014, and Kim, 2020). For instance, run experiments with a large 

number of sessions e.g. a large number of sessions but with a small number of participants in 

each session. Alternatively, the experimenters can randomize within sessions, i.e. run all 

treatments within one session, and they consider balancing their randomization on observables 

(Bruhn and McKenzie, 2009) – e.g., concerning gender, age or data obtained from a pre-

experimental questionnaire. If within-session randomization or balanced randomization is not 

an option, one can generate control variables using a double-lasso selection procedure on a pre-

specified set of variables (Belloni et al., 2014), but those control variables shall be measured in 

a pre-experimental questionnaire. The more powerful approach is to include a pre-treatment 

measure of the outcome variable as a control in the specification – this approach can be 

implemented in the laboratory without complications (see for example Asanov and Vannuccini, 

3i: The incidence of reporting biases is influenced 
by the number of independent observations. 

No Weak evidence for reporting bias 
in tests with less than 8 
independent observations. 
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2020). Moreover, Pre-registering experiments with ex-ante power calculations, pre-analysis 

plans, and a set of hypotheses before starting the experiment are good tools to alleviate problems 

discussed in our paper and should be used more often (Christensen and Miguel, 2018; Burlig, 

2018). Finally, researchers should be encouraged to share and combine their data to obtain more 

powerful experiments (Button et al., 2013). For instance, collaborations in the open science 

framework show the fruitfulness of this research paradigm (Anderson, 2015; Klein et al., 2014; 

Klein et al., 2018). 
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Appendix 

Table 3A. Caliper tests for various sub-samples at the 0.01 significance level 

Sub-samples c 
Number of z-values binomial 0.95 lower 

confidence 
bound 

under 
caliper 

over 
caliper 

probability 
pb  

2011 0.010 1 2 0.667 0.667 
0.025 1 3 0.750 0.750 

2012 0.010 1 2 0.667 0 
0.025 4 7 0.636 0.250 

2013 0.010 1 9 0.900 0.750 
0.025 5 10 0.667 0.364 

2014 0.010 1 2 0.667 0 
0.025 2 6 0.750 0.500 

2015 0.010 0 6 1 1 
0.025 0 7 1 1 

2016 0.010 2 7 0.778 0 
0.025 6 9 0.600 0.125 

2017 0.010 3 2 0.400 0 
0.025 5 4 0.444 0.167 

Single-authored 0.010 1 0 0 0 
0.025 3 1 0.250 0 

Double-authored 0.010 5 19 0.792 0.500 
0.025 9 27 0.750 0.531 

Multiple-authored  
(authors ≥ 3) 

0.010 3 11 0.786 0.545 
0.025 11 18 0.621 0.429 

Experimental Economics 0.010 7 20 0.741 0.556 
0.025 18 31 0.633 0.463 

Games and Economic 
Behavior 

0.010 1 5 0.833 0 
0.025 1 9 0.900 0.667 

Journal of Economic 
Behavior and 
Organization 

0.010 1 5 0.833 0.333 

0.025 4 6 0.600 0.200 

Main results 0.010 7 30 0.811 0.636 
0.025 19 44 0.698 0.565 

Non-main results 0.010 2 0 0 0 
0.025 4 2 0.333 0 

With eye-catchers 0.010 7 10 0.588 0.364 
0.025 20 25 0.556 0.405 

Without eye-catchers 0.010 2 20 0.909 0.750 
0.025 3 21 0.875 0.696 

With hypotheses 0.010 4 10 0.714 0.455 
0.025 12 17 0.586 0.333 

Without hypotheses 0.010 5 20 0.800 0.562 
0.025 11 29 0.725 0.531 
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Sub-samples c 
Number of z-values binomial 0.95 lower 

confidence 
bound 

under 
caliper 

over 
caliper 

probability  
pb 

With formal model 0.010 6 15 0.714 0.333 
0.025 13 26 0.667 0.462 

Without formal model 
0.010 3 15 0.833 0.636 
0.025 10 20 0.667 0.458 

One-shot experiments 0.010 3 4 0.571 0 
0.025 3 7 0.700 0.400 

Repeated experiments 
0.010 6 26 0.812 0.630 
0.025 20 39 0.661 0.510 

Independent observations ≤ 
8 

0.010 3 13 0.812 0.500 
0.025 14 22 0.611 0.417 

Independent observations > 
8 

0.010 6 15 0.714 0.462 
0.025 8 20 0.714 0.455 

Notes: Caliper tests with z-values of two-sided tests for various subsamples at the 0.01 
significance level and two caliper sizes (c = 0.01 and 0.025) are shown. Binomial probabilities 
pb larger than 0.5 and 95% lower confidence bound higher than 0.5 are highlighted in bold. The 
confidence bound is constructed with the help of a cluster-bootstrapped procedure with 1000 
bootstrap samples clustered on the paper level. 
Source: Experimental Economics, Journal of Economic Behavior and Organization and Games 
and Economic Behavior, 2011-2017. 
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